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Abstract

This report deals with one of the remaining key problems in financial decision taking: the forecast of the term structure at different time horizons. Specifically: I will forecast the Euro Interest Rate Swap with a macro factor augmented autoregressive principal component model. I achieve forecasts that significantly outperform the Random Walk for medium to long term horizons when using a short rolling time window. Including macro factors leads to even better results.
1 Introduction

The main objective of this report is to evaluate the performance of a Principal Component forecast model when forecasting the Euro Interest Rate Swap curve for different time horizons. Specifically, its Root Mean Squared forecast Error (RMSE) will be compared with the results of though competitor models such as the Random Walk and the Nelson Siegel forecast model. Furthermore, the basic Principal Component forecast model will be extended with macro factors, in order to study the effect of Macroeconomic information on the forecastability of the Euro Swap curve. Finally, first difference and Dickey Fuller adaptations of the original models will be postulated and evaluated.

Understanding the movements and being able to make accurate forecasts of the interest rates is crucial amongst bond portfolio management, monetary policy, debt policy, ... The importance of yield curve forecasting, together with the fact that the Euro Swap market has become one of the largest and most liquid markets in the world, makes forecasting the Euro Swap curve very exciting.

This report contributes to the current term structure forecasting literature by evaluating a macro factor augmented Principal Component forecast model for the Euro Swap curve. In addition, new adaptations of the Nelson Siegel forecast model and the Principal Component forecast model have been developed, tested and evaluated. While testing the new models, the Nelson Siegel forecast model has been evaluated in a newer U.S. Treasury data set. Finally, an easy to use Matlab GUI program has been developed for forecast testing of various methods in flexible conditions.

This report consists of six sections. The first section will give a summary of all the yield forecasting literature that has contributed to this work. The next section will present the methodology that has been used to develop the Matlab GUI yield forecasting program. Section three will present and discuss the data. In the fourth section, I will present and discuss the results of the forecasting exercise. I conclude this work in section five. Finally, the sixth section is an appendix that contains all of the forecast tables that have been referred to in this work.

2 Literature Review

In this section I will present a specific selection of the most important term structure forecast research papers. However, before I do this, I will present the main target and motivation of many researchers to aboard this subject.

Due to the very high persistence of the yields, the naive ‘no change’ model, also known as the random walk, is very successful at forecasting the term structure. However, evidence exists that the current term structure contains information about future term structures. As an example, Duffee (2002) states that long-maturity bond yields tend to fall over time when the slope of the yield curve is steeper than usual. Next to this internal evidence, the success of, for example, Taylor rules, has demonstrated a strong connection between the yield curve and the observable macro variables. Although the evidence is there, and many improvements have been made during the past decade, none of the researchers have succeeded yet in finding a single model that consistently outperforms the random walk for all forecast horizons and for all maturities.

In what follows next, I will summarize a selection of the term structure forecast papers
that are important references for this work. I have structured them according to their core discussion points, in chronological order. Please note that some of the release dates are not consistent with the time the content of the paper became public knowledge.

2.1 Fundamental Research

In 2002 Duffee (Duffee, 2002) reports that the popular "completely" affine/linear term structure models do not perform well at forecasting. He discovers that this poor result is caused by the models fundamental assumption that the market price of the risk is a fixed multiple of the variance of the risk. By relaxing this assumption, Duffee creates a new model that seems to outperform the random walk. In this new 'essentially' affine model, the market price of risk is no longer a fixed multiple of the variance of risk, but a linear combination of the state vector. Duffee names this model "essentially" affine, because only the variance of the market price of risk loses its linearity in relation with the state vector.

In 2003 Ang and Piazzesi (2003) derive a no-arbitrage affine/linear term structure model, in which the state vector contains both observable macro factors and unobservable latent factors. Ang and Piazzesi are able to forecast the term structure by assuming that the dynamics of the state space vector are driven by a Gaussian VAR process. This paper is very original because it demonstrates a way to include macro variables directly into the term structure model. Important results of the paper are that the no-arbitrage restriction improves the forecast results and that macro factors explain up to 85% of the movements in the short and middle parts of the yield curve. In a one month ahead forecast exercise, their Macro model seems to beat the Random Walk.

In 2005 Mönnch (2005) follows a similar procedure to Ang and Piazzesi. He also uses the combination of no-arbitrate affine/linear model and a VAR of the state vector to forecast the interest rate term structure. Differences lie within the state vector. Mönnch uses the short term interest rate and the first four principal components of a large panel of macroeconomic time series. He justifies the use of factors by proving that the Fed’s monetary policy is better simulated with a Taylor rule based on macro factors, instead of macro variables. In relation to forecasting the term structure, Mönnch reports that relative to the random walk, his model reduces RMSE up to 50% at the short end of the term structure and still up to 20% at the long end.

In 2002 Diebold and Li (2006) break from the traditional affine forecast models and opt for a dynamic variation of the Nelson-Siegel exponential model. To avoid over-fitting, they estimate the dynamics of the Nelson-Siegel factors with an autoregressive model. Their results are promising and they justify the break from the traditional affine models by promoting the simplicity and usability of their model. In particular, at long forecast horizons, the Diebold and Li model appears to be more accurate than benchmark models. Later, in 2004 Diebold et al. (2004) extend the original Diebold and Li model by including real activity, inflation and the monetary policy instrument. This time, they use a VAR to model the dynamics. With this set up, the authors are able to study the dynamic connection between macro variables and the term structure. They find a stronger effect form macro variables on future movements in the yield curve and than for the reverse. Finally, in 2008, Christensen et al. (2008) wrote a paper in which they develop an arbitrage free version of the Nelson Siegel model. Next to getting better results than for the original Diebold an Li set-up, the algorithm of this new no-arbitrage model, is much faster than other affine no-arbitrage approaches.
2.2 Refinement research

Although many researchers report outperforming the random walk, none of them prove the consistency of their model. In 2007 de Pooter et al. (2007) set up a showdown between the Random walk, the original Nelson Siegel model (with and without macro factors) and the no-arbitrage models (with and without macro factors). Interestingly, the authors are not able to select the best model. Mainly because the forecast accuracy of each model is inconsistent over time. Their answer to making a better model, lies in determining logical combinations of all of the models. More specifically, they combine forecast models with a weighting scheme that is based on relative historical performance. Results are now consistent and highly accurate, especially for longer maturities. In relation with the macro factors, the authors notice a positive effect on out-of-sample forecasting.

Another attempt to use model selection is made by Blaskowitz and Herwatz (2008). The importance of this paper to this current work lies in that fact that the authors also implement the combination of a principal component yield curve model and an autoregressive model (AR). In addition, they too study the Euribor Swap Term Structure (Daily rates). Their adaptive technique consists of first creating a pool of models, by changing the time window, the number of principal components and the lags in the AR, next evaluating past performance of all of the models in the pool and finally selecting the best model to make the future forecast. They conclude that the adaptive approach offers additional forecast accuracy in terms of directional accuracy and big hit ability over the random walk and the Diebold and Li approach. However, the mean squared error results are not compared.

Next to disagreement in model selection, authors also do not yet agree on how to extract the macro factors. In 2008 Exterkate (2008) addresses this area. He evaluates the effect of different macro extraction techniques on the forecast performance of a Nelson Siegel model combined with a factor augmented VAR. Exterkate studies the effect of grouping macro variables before factor extraction and the effect of a technique called thresholding. The latter selects the macro variables with the highest forecasting potential. Exterkate reports a positive effect from both techniques. Next to this small victory, Exterkate has to report that including macro factors did not improve his forecast results compared to the original Diebold and Li setup. Additionally, he is not able to reproduce results that were previously achieved.

2.3 The role of No-Arbitrage restrictions

In 2008, Duffee (2008) investigates whether imposing no-arbitrage helps when using the term structure to forecast future bond yields. He does this by testing a no-arbitrate and an unrestricted three-factor discrete-time Gaussian model, in practice and with a Monte Carlo simulations. In addition, Duffee also investigates the Diebold and Li model that imposes specific analytical functions onto the factors. After testing, Duffee concludes that both in practice and in simulation, imposing no-arbitrage does not improve forecasting performance. Imposing other functions, like Diebold and Li, does have a negative result for forecasting. Duffee explains that the irrelevance of the no-arbitrage restrictions comes directly from the fact that in any n-factor affine model, yields are linear functions of a constant and n other yields. Deviations from this linear equation are so small that its parameters can be estimated with minimal uncertainty even without imposing no arbitrage cross-equation restrictions.
3 Methodology

2.4 This report

Important lessons to be learned from the literature review: First, Duffee (2008) proves that, for a three factor discrete-time Gaussian model, the imposition of no-arbitrage onto the factors does not improve the forecasts. Second, de Pooter et al. (2007) shows that including the factors of macro variables into the factor transition equation has a positive result on the forecasts for all of his models.

This work exploits these results. I will use an unrestricted three-factor model, based on the principal components of the interest rate data, together with an autoregressive transition equation. In addition, I will include macro factors into the transition equation.

In the next section of this report, I will specify the autoregressive principal component model of the term structure in detail.

3 Methodology

Tests have shown that naive (vector) autoregressive models of the yields do not make use of the internal structure of the data when forecasting and that they produce bad forecast accuracy compared to the Random Walk (de Pooter et al., 2007). On the other hand, some models impose restrictions that do give better forecast results. Most of these successful models, impose restrictions on the parameters of a general linear yield curve model:

\begin{align*}
Y_t &= A + BX_t + \epsilon_t \\
X_t &= \Gamma_1 X_{t-1} + \ldots + \Gamma_l X_{t-l} + \eta_t
\end{align*}

The first equation models the yield curve, the second its dynamics. In this equation, \( Y_t = [y_{1t}, \ldots, y_{mt}]' \) is the yield vector at time \( t \), \( m \) denotes the number of maturities, \( X_t = [x_{1t}, \ldots, x_{nFt}]' \) is the state vector and \( l \) denotes the number of lags that are included in the transition equation. This general model assumes that each yield is a linear combination of \( nF \) factors from the state vector \( X_t \). All yield curve models that I will discuss in this section are created by imposing a different constraint on \( A, B, \Gamma \) and the number of factors \( nF \) in \( X_t \).

The main focus of this section is to explain how to specify equations (1) and (2) in case of the principal component model. I will do this in what follows, then I will generalize the model for macro factors, next I will discuss the implementation of the model and finally, I will present a summary of all the models that are used in this report.

3.1 Principal Component Model of the Term Structure

Principal component analysis (PCA) is defined as a linear transformation of a number of correlated variables into a smaller number of uncorrelated variables called principal components. Basically, making a principal component analysis comes down to computing the eigenvalues/eigenvectors of the covariance/correlation matrix of the variables. The main goal of this subsection is to apply this fundamental analysis onto the yield data and create the low dimensional factor format of the yield curve, similar to equation (1).

I will achieve this in three steps. First, I will present the principal component algorithm, next I will discuss how to reduce the dimensionality of the yield curve and finally, I will discuss some transformations that enhance the interpretability of the loadings.
3 METHODOLOGY

3.1.1 The algorithm

The idea behind principal component analysis is to determine the linear combination of variables that has the highest variance. This linear combination of variables forms a new variable that is called "component" or "factor" ($x_i = \alpha_i^T Y$) and the coefficients of the linear combination are called loadings ($\alpha_i$). In order to get a unique solution, the Euclidean norm of the loadings must be fixed. In literature, the norm is arbitrarily fixed at one. The principal factor is discovered by maximizing the following problem:

$$
\text{var}(X_1) = \text{var}(\alpha_1^T Y) = \alpha_1^T Y Y^T \alpha_1 = \alpha_1^T \Sigma \alpha_1
$$

$$
||\alpha_1|| = \alpha_1^T \alpha_1 = 1
$$

With $\Sigma$ being the covariance matrix of the data $Y = [Y(\tau_1), Y(\tau_2), ..., Y(\tau_m)]^T$ and $\alpha_1$ being the loading of the first factor. Maximizing the variance of the linear combination of the variables comes down to solving the following Lagrange equation.

$$
L = \alpha_1^T \Sigma \alpha_1 - \lambda_1 (\alpha_1^T \alpha_1 - 1) \tag{3}
$$

Its solution is found by differentiating (3) in relation to $\alpha_1$ and $\lambda_1$:

$$
\alpha_1^T \alpha_1 - 1 = 0
$$

$$
(\Sigma - \lambda_1 I_m) \alpha_1 = 0
$$

These equations demonstrate that the factor with the highest variance, has the coefficients of the eigenvector that corresponds to the highest eigenvalue ($\lambda_1 = B_{1PC}$) of the data variance matrix ($\lambda_1$). The next step is to look for a second factor, which has unit length and which is orthogonal to the first factor ($\text{cov}(\alpha_2^T Y_t, \alpha_1^T Y_t) = 0$). This leads to the following Lagrange system:

$$
L = \alpha_2^T \Sigma \alpha_2 - \lambda_2 (\alpha_2^T \alpha_2 - 1) - \phi \lambda_1 \alpha_2^T \alpha_1
$$

$$
0 = \Sigma \alpha_2 - \lambda_2 \alpha_2 - \phi \lambda_1 \alpha_1
$$

Note that multiplying (5) with $\alpha_2^T$ reduces it to:

$$
\alpha_2^T \Sigma \alpha_2 - \lambda_2 \alpha_2^T \alpha_2 - \phi \lambda_1 \alpha_2 \alpha_1 = 0
$$

$$
(\Sigma - \lambda_2 I_m) \alpha_2 = 0
$$

Again, the characteristic eigenvalue equation appears. This time the loadings of the second factor are determined by the eigenvector ($\alpha_2 = B_{2PC}$) that corresponds with the second highest eigenvalue ($\lambda_2$). This process can be continued until the rank of the data variance matrix is reached. Beyond the rank, eigenvalues are zero and we can assign orthogonal eigenvectors arbitrarily. With real data, the eigenvalues are rarely zero due to noise.

The whole principal component algorithm can be summarized by making an eigenvector analysis on the data covariance matrix:

$$
\Sigma = Y Y^T = B_{PC}^T A B_{PC}
$$

$$
X_t = \begin{pmatrix} \alpha_1 & \alpha_2 & \ldots & \alpha_m \end{pmatrix}^T Y_t = B_{PC}^T Y_t
$$

With $B_{PC}$ being the eigenvector matrix of $\Sigma$ and $X_t = [x_{1t}, x_{2t}, ..., x_{mt}]$ being the factor matrix. The yields are now presented as a linear combination of a state vector, remember equation (1) with $A = 0$ and $B = B_{PC}$.
Remember that the principal component factors are independent and are extracted from the data in a natural way. If the no-arbitrage condition lies within the data, it does not need to be imposed when forecasting (Duffee, 2008).

Also note that $X_t$ still has the same dimension as the yields $Y_t$. In the next section I will discuss why and how it is possible to reduce the dimension of $X_t$.

### 3.1.2 Reducing the dimension of the state vector

Inverting equation (6) and then splitting up $X_t$ is particularly helpful to understand how and why principal components can be used to reduce the dimensionality of the data. Let’s also look at a regression equation of the factors onto the yields:

$$Y_t = B_1 PC_{x_1} + B_2 PC_{x_2} + \ldots + B_m PC_{x_m}$$  \hspace{1cm} (7)

$$Y_t = \Gamma_0 + \Gamma_1 x_{1t} + \Gamma_2 x_{2t} + \ldots + \Gamma_{mt} x_{mt} + \epsilon_t$$  \hspace{1cm} (8)

Due to equation (7), regression(8) will explain all of the variance in $Y_t$. In addition all coefficients will be estimated as $\Gamma_0 = 0$ and $\Gamma_i = B_iPC$, for all $i$ different than 0. The potential to reduce the number of variables in this equation lies in the fact that the principal components are independent (orthogonal). This means that omitting a variable does not cause bias on the other coefficients and that each factor contributes a specific independent part to $R^2$:

$$\text{var}(b_{ijPC}X_j) = b_{ijPC}X_jX_j' b_{ijPC} = \lambda_j b_{ijPC}^2$$

$$\text{var}(Y_i) = \sum_i \text{var}(b_{ijPC}X_j) = \sum_j \lambda_j b_{ijPC}^2$$

$$\sum_{i=1:m} \text{var}(Y_i) = \sum_{j=1:m} \lambda_j$$

With $Y_i = [y_{i1}, \ldots, y_{it}]$ and $X_i = [x_{i1}, \ldots, x_{it}]$. It is now straightforward to identify and eliminate the factors that have a low contribution to the model. Moreover, without running the regression, each relatively low $\lambda_i$ identifies a factor that can be eliminated from the equation (7), with minimum loss of accuracy. As discussed before, eigenvalues close to zero, are due to noise, so eliminating their corresponding factor in equation (7) is beneficial, as it reduces the noise in the yield data.

If a factor is truly important depends on the required model accuracy. In what follows next, I will discuss three automatic factor selection methods that I have implemented in my Matlab GUI program. First I will discuss the Kaiser criterium, next the Scree plot and finally the mean square error.

**Kaiser-Guttman criterium** The Kaiser-Guttman criterium was first proposed by Kaiser in 1960 (Field, 2009) and suggests only to keep factors with eigenvalues that are greater than one. The idea behind this criterium is that we only use a factor if it has more variance than an original variable. This method requires standardized variables with unit variance. Without standardized variables, this criterium can be applied when using an eigenvalue decomposition of the correlation matrix instead of the covariance matrix. In the context of interest rates, I use the correlation matrix to evaluate the Kaiser-Guttman criterium.

---

1 Eigenvectors are orthogonal so $B'_{PC}B_{PC} = I_m$
3 METHODOLOGY

Scree plot  The Scree plot (Field, 2009) plots the ordered eigenvalues in a Y/X plot, with X representing the number of the eigenvalue and Y representing its value. The name ”scree” comes from that fact that the plot looks like the side of a mountain, and ”scree” refers to the debris fallen from a mountain and lying at its base. The test is visual and proposes to stop including components at the point where the mountain ends and the debris begins.

Mean Square Error  The error between the data ($Y_t$) and the approximation ($\tilde{Y}_t$) is given by:

$$Y_t - \tilde{Y}_t = \sum_{i=t,m} B_{iPC}x_{it}$$

$$\frac{\sum_{Err}}{m-t} = \sum_{i=t,m} \lambda_i B_{iPC}B'_{iPC}$$  (9)

With $i$ being the number of all components that were not used in the approximation. Note that in equation (9), $B_{iPC}B'_{iPC}$ is a matrix and that the diagonal elements of $\sum_{Err}$ represents the Mean Square Approximation Error. Another interesting fact is that the tray of $B_{iPC}B'_{iPC}$ is one. This means that the mean of the Mean Square Approximation Error over all data is only determined by the eigenvalues that are not incorporated in the model:

$$\text{mean}(MSQE(Err)) = \frac{\sum_{i=t,m} \lambda_i}{m-t}$$

The idea of automatically determining the number of factors with the mean square error, can be achieved by setting a threshold mean square error.

When implementing these methods, I get values ranging from 2 to 3. Although the number of factors is just a variable which I can change in my program, most of the calculations have been made with $nF = 3$. Three factors is also common in literature.

3.1.3 Modifying the principal components

Next to the original setup, factor analysis suggests three modifications.

1. Subtracting the mean from the data does not change the covariance of the data and thus not the principal component analysis. It does change the factors and gives them a zero mean.

$$Y_t - \bar{Y}_t = B_{PC}X_{0t} + \epsilon_t$$

$$(Y_t - \bar{Y}_t) = B_{PC}\bar{X}_{0t} = \bar{X}_{0t} = 0$$  (10)

Note that $X_{0t}$ represents the equivalent factors with zero mean. Because the eigenvectors are all independent, equation (10) only has a solution if all factors have a zero mean.

2. A second trick gives the factors unit variance. Due to the fact that the unit length of the eigenvectors is somewhat arbitrarily chosen, it is possible to scale the eigenvectors in such a way that the variance of the factors is one. This is done by multiplying the eigenvectors by the square root of their eigenvalue.

$$Y_t - \bar{Y}_t = \sum_{i=1:nF} \left( B_{iPC}\sqrt{\lambda_i} \right) \left( \frac{x_{it}}{\sqrt{\lambda_i}} \right) = B_{0PC}X_{0t} + \epsilon_t$$

$$\text{var}(X_{0t}) = X_{0t}X'_{0t} = \frac{X_0X'_0}{\sqrt{\lambda} \sqrt{\lambda}} = \frac{\lambda}{\lambda} = I_m$$
3 METHODOLOGY

With $X_{00}$ an equivalent factor with zero mean and unit variance. Note that the $\sqrt{\Lambda}$ and dividing by $\Lambda$ is a short notation for implying that the operation is performed on each element of the matrix. $I_m$ represents a unit matrix with a size equal to the number of data series. Leaving out factors is easy and it just reduces the size of $I_m$.

3. It is possible to apply linear transformations onto the loadings to improve their economical interpretation. Imagine that the loadings span a subspace in the data space, then any set of vectors that can also span that subspace are equivalent to the loadings, without loss of accuracy. In general the idea is to look for vectors that have more economical meaning than the current loadings. In this master thesis I have tested the varimax rotation on the three principal factors of the term structure. The results are not shown because the rotation of the loadings did not enhance their economical interpretability.

3.2 Transition equation

Many authors use a vector auto regression models to forecast the factors. This, in order to catch the cross information between the factors. When using principal components however, the factors are not correlated. To be sure that also the lagged values of different factors are also not correlated, I have made the following regression:

$$x_{it} = \beta_1 + \beta_2 x_{jt-1} + \epsilon_t$$

for $i \neq j$

None of the coefficients were significantly different from zero at a 5% level. Even with more than one lag, coefficients were never significantly different from zero. I therefore opt for an simpler auto regressive transition model:

$$Y_{t+h} = B_{PC} X_{t+h} + \epsilon_t$$
$$x_{it+h} = \beta_1 + \beta_2 x_{it} + \ldots + \beta_{l+2} x_{it-l} + \eta_t$$

for $i = 1 : nF$

With $l$ the number of lags and $nF$ the number of factors that are included in the model. Due to the fact that some of the factors are not stationary and have a unit root, I propose two alternative transition equations. The first alternative is to use an AR model on the 1st difference of the factors:

$$Y_{t+h} = B_{PC} X_{t+h} + \epsilon_t$$
$$X_{t+h} = X_t + (X_{t+h} - X_t) = X_t + \Delta X_{t+h}$$
$$\Delta x_{it+h} = \beta_1 + \beta_2 \Delta x_{it} + \ldots + \beta_{l+2} \Delta x_{it-l} + \eta_t$$

for $i = 1 : nF$

The second alternative is to difference the data and use an AR on the principal components of the differences.

$$Y_{t+h} = Y_t + (Y_{t+h} - Y_t) = Y_t + \Delta Y_{t+h}$$
$$\Delta Y_{t+h} = B_{PC} X_{t+h} + \epsilon_t$$
$$x_{it+h} = \beta_1 + \beta_2 x_{it} + \ldots + \beta_{l+2} x_{it-l} + \eta_t$$

for $i = 1 : nF$

Now that the basic model is completely defined, we will generalize it and incorporate macro data.
3.3 Generalized Macro Forecast model

One of the important conclusions of de Pooter et al. (2007) concerning the forecast accuracy, is that including Macroeconomic information is beneficiary. In order to include macroeconomic variables into the principal component set up, I adapt two technique from the literature:

1. Diebold et al. (2004) suggest to incorporate the macroeconomic variables only in the transition equation of the state. In their set up, they augment the latent variables 'Level', 'Slope' and 'Curvature' with manufacturing capacity utilization, the federal funds rate and annual price inflation. Mönch (2005) discusses the advantage of working with the first few principal components of all macro data instead of working with actual macroeconomic variables.

2. Both Mönch (2005) and Ang and Piazzesi (2003) include macro factors directly into their yield model.

Due to the flexibility of the principal component forecast model, adaptations of both versions can be tested. Version 1:

\[
Y_{t+h} = B_{PC}X_{t+h} + \epsilon_t \\
x_{it+h} = \beta_1 + \beta_2 x_{it} + \ldots + \beta_{t+2}x_{it-l} + \\
\sum_{j=1:nM} (\alpha_{j1}m_{jt} + \ldots + \alpha_{jk}m_{jt-k}) + \eta_t \quad \text{for } i = 1 : nF
\]

with \(\alpha_i\) being a vector of parameters and \(M_t = [m_{1t}, \ldots, m_{nMt}]'\) being a array of macro factors. \(k\) denotes the lags for the macro factors. Note that equation (11) is an AR on the levels. In my matlab program I have also included the two alternative versions of the transition equations. In the second macro model, I combine yield and macro variables before applying principal components.

Version 2:

\[
YM_{t+h} = B_{PC}X_{t+h} \\
x_{it+h} = \beta_1 + \beta_2 x_{it} + \ldots + \beta_{t+2}x_{it-l} + \eta_t \quad \text{for } i = 1 : nF
\]

With \(YM_{t+h}\) being a vector that contains first the yields and then the macro factors. An advantage of this model is that due to the independence of the principal components, I can use a classical autoregressive model for the transition of state. Again, the Matlab GUI program also tests the alternative transition equations.

3.4 Out-of-sample forecasting

In this subsection I will describe how I have implemented the out of sample forecast scheme and how I have evaluated the performance of the forecast models.

3.4.1 Forecast Scheme

Imagine having a time series \(X = (x_1, \ldots, x_n)\) on which you want to apply an autoregressive model and make out-of-sample forecasting. The first step to achieve 'testable' out-of-sample
forecasting is to divide $X$ into an in-sample part $X_{in} = (x_1, \ldots, x_m)$ and an out of sample part $X_{out} = (x_{m+1}, \ldots, x_n)$.

The autoregressive model is fully specified when the forecast step $h$ and the number of lags $l$ are known. In-sample we get the following regression:

$$x_{t+h} = \beta_1 + \beta_2 x_t + \ldots + \beta_{l+2} x_{t-l} + \epsilon_t \quad \text{for } t = l + 1 : m - h$$

For this regression to be in-sample, both the left hand side and the right hand side of this equation need to be in-sample, hence the domain of $t$. The next step is to use the coefficients of this equation to make an out-of-sample forecast. There are many ways to do this, but for this report, I only use in-sample observations of $X_{in}$ to make the out-of-sample forecast with the following equation:

$$\hat{x}_{t+h} = \beta_1 + \beta_2 x_t + \ldots + \beta_{l+2} x_{t-l} \quad \text{for } t = m - h + 1 : m$$

Note that the number of out-of-sample forecasts (domain of $t$) depends on the considered time step. In the Matlab program, I only retain the first out-of-sample forecast $x_{m+1}$.

Other out-of-sample forecast are made by moving the history. In this report, I estimate the model with a ”rolling” history and with an ”increasing” history. A ”rolling” history has a fixed length and moves through time e.g. $history_1 = (x_1, \ldots, x_m)$, $history_2 = (x_2, \ldots, x_{m+1})$, $\ldots$ An ”increasing” history has an increasing length in time e.g. $history_1 = (x_1, \ldots, x_m)$, $history_2 = (1, \ldots, x_{m+1})$, $\ldots$

For each history, the principal components are calculated, regressed and used for one out-of-sample forecast as described. Note that this process is quite time consuming.

### 3.4.2 Evaluation

It is now time to quantify the error we make. I will first discuss the performance of a specific model and then the relative performance between nested models.

**Performance** All methods are both evaluated in-sample and out-of-sample. I use the mean square forecast error to determine the accuracy of the forecast model.

$$MSQE_{in-sample}^i = \sum_{t=1:m-h} Y_{t+h} - \hat{Y}_{t+h}^{i, \text{history}}$$

$$MSQE_{out-of-sample} = \text{mean}(MSQE_{in-sample}^i)$$

Note that in-sample, there are $i$ mean square errors due to the fact that the history is moving.

**Relative Performance** When more then one model is used, it is quite natural to want to rank them. For nested models, in which one model is a specific case of a more general model, West and Clark (2006) have developed a specific statistic based on the squared errors:

$$f_{t+h} = (Y_{t+h} - \hat{Y}_{1t+h})^2 - \left( (Y_{t+h} - \hat{Y}_{2t+h})^2 - (\hat{Y}_{1t+h} - \hat{Y}_{2t+h})^2 \right)$$
with $\tilde{Y}_{1t+h}$ being the estimation of the nested model and $\tilde{Y}_{2t+h}$ being the estimation of the more general model. In order to know if the general model is significantly better than the nested model, just regress $f_{t+h}$ on a constant for the out-of-sample domain and check if a is significantly larger than zero. In this work, I have used Matlabs 95% confidence intervals. If the lower bound is still larger than zero, the general model is better than the nested model. Specifically, in our case, the nested model is the Random Walk.

3.5 Summary of the models

This report compares the Principal Component Forecast Model with the Random Walk and the Diebold and Li Model. Next follows a brief description these three methods.

3.5.1 Principal Component Forecast Model

In this work I use four adaptations of the principal component forecast model called: PC AR, PC DAR, DPC AR and PC REG.

**PC AR**

\[
\begin{align*}
Y_{t+h} &= B_{PC}X_{t+h} + M_t + \epsilon_t \\
x_{it+h} &= \beta_1 + \beta_2 x_{it} + \ldots + \beta_{l+2} x_{it-l} + \\
&\quad \sum_{j=1:nM} (\alpha_{j1} m_{jt} + \ldots + \alpha_{jk} m_{jt-k}) + \eta_t & \text{for } i = 1:nF
\end{align*}
\]

With $B_{PC}$ being a specific set of eigenvectors of the covariance matrix of the data, $M_t$ being the mean of the in sample time series of $Y_{\text{insamp },h}$ being the forecast step and $l$ being the number of lags. It is important to realize that the principal component model only imposes restrictions on $A = 0$ and $B = B_{PC}$ in equation (1). These restrictions come naturally from the eigenvalue/eigenvector decomposition of the covariance in the data. Note that I have also implemented a Dickey Fuller version of this model. This model assumes the Random Walk in stead of the AR process if the series $X_i$ has a unit root.

**PC DAR**

Regression of the differences of the principal components.

\[
\begin{align*}
Y_{t+h} &= B_{PC}X_{t+h} + \epsilon_t \\
X_{t+h} &= X_t + (X_{t+h} - X_t) = X_t + \Delta X_{t+h} \\
\Delta x_{it+h} &= \beta_1 + \beta_2 \Delta x_{it} + \ldots + \beta_{l+2} \Delta x_{it-l} + \\
&\quad \sum_{j=1:nM} (\alpha_{j1} m_{jt} + \ldots + \alpha_{jk} m_{jt-k}) + \eta_t & \text{for } i = 1:nF
\end{align*}
\]

**DPC AR**

Regression of the principal components of the differenced matrix.

\[
\begin{align*}
Y_{t+h} &= Y_t + (Y_{t+h} - Y_t) = Y_t + \Delta Y_{t+h} \\
\Delta Y_{t+h} &= B_{PC}X_{t+h} + \epsilon_t \\
x_{it+h} &= \beta_1 + \beta_2 x_{it} + \ldots + \beta_{l+2} x_{it-l} + \\
&\quad \sum_{j=1:nM} (\alpha_{j1} m_{jt} + \ldots + \alpha_{jk} m_{jt-k}) + \eta_t & \text{for } i = 1:nF
\end{align*}
\]
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**PC REG** Direct regression of the parameters onto the yields.

\[
y_{jt+h} = \beta_1 + \sum_{i=1:nF}(\beta_{2i}x_{it} + \ldots + \beta_{d+2x_{it-l}}) + \\
\sum_{j=1:nM}(\alpha_{j1}m_{jt} + \ldots + \alpha_{jk}m_{jt-k}) + \eta_t
\]

### 3.5.2 The Random Walk

This model assumes that the best way to forecast future yields is to look at their current value:

\[
Y_{t+h} = Y_t + \eta_t
\]

With \( h \) being the forecast step. Due to the fact that interest rates have very high autocorrelations, the Random Walk model is very accurate. Remember that de Pooter et al. (2007) report that separately none of the models they tested consistently outperforms the Random Walk.

### 3.5.3 Diebold and Li Model

The 2002 Diebold and Li (2006) forecast model is a three factor dynamic Nelson Siegel model that imposes exponential restrictions on parameter \( B \) of equation (2). Diebold and Li specified the model as follows:

\[
\begin{pmatrix}
  y_t(\tau_1) \\
y_t(\tau_2) \\
\vdots \\
y_t(\tau_N)
\end{pmatrix} = 
\begin{pmatrix}
  1 \\
  1 \\
  \vdots \\
  1
\end{pmatrix}C_1t + \begin{pmatrix}
  \frac{1-e^{-\tau_1\lambda_t}}{\tau_1\lambda_t} \\
  \frac{1-e^{-\tau_2\lambda_t}}{\tau_2\lambda_t} \\
  \vdots \\
  \frac{1-e^{-\tau_N\lambda_t}}{\tau_N\lambda_t}
\end{pmatrix}C_2t + \begin{pmatrix}
  \frac{1-e^{-\tau_1\lambda_t}}{\tau_1\lambda_t} - e^{-\tau_1\lambda_t} \\
  \frac{1-e^{-\tau_2\lambda_t}}{\tau_2\lambda_t} - e^{-\tau_2\lambda_t} \\
  \vdots \\
  \frac{1-e^{-\tau_N\lambda_t}}{\tau_N\lambda_t} - e^{-\tau_N\lambda_t}
\end{pmatrix}C_3t + 
\begin{pmatrix}
  \epsilon_t(\tau_1) \\
  \epsilon_t(\tau_2) \\
  \vdots \\
  \epsilon_t(\tau_N)
\end{pmatrix}
\]

\[
Y_t = B_{NS}X_t + \epsilon_t
\]

\[
x_{it+h} = \beta_1 + \beta_2x_{it} + \ldots + \beta_{l+2x_{it-l}} + \eta_t \quad \text{for } i = 1 : 3
\]

Some important facts about the Diebold an Li model:

1. \( \lambda_t \) is a fourth parameter that determines the speed of decay of the elements in the coefficient \( B \). Although this parameter may vary with time, Diebold and Li give it a fixed value based on the data.

2. All loadings are time independent. This enhances the speeds of out-of-sample forecasting dramatically.

3. The original transition equation is auto-regressive even though the Nelson Siegel factors are not independent and even though some have a unit root.

**NS AR** Diebold et al. (2004) propose the following scheme to include the macro variables:

\[
Y_{t+h} = B_{NS}X_{t+h} + \epsilon_t
\]

\[
x_{it+h} = \beta_1 + \beta_2x_{it} + \ldots + \beta_{l+2x_{it-l}} + \\
\sum_{j=1:nM}(\alpha_{j1}m_{jt} + \ldots + \alpha_{jk}m_{jt-k}) + \eta_t \quad \text{for } i = 1 : 3
\]
With $M_t$ being the macro factor matrix and $nM$ being the number of macro factors. Note that the transition equation has changed into a VAR. Due to the fact that the purpose of this paper is not to test transition equations, I will continue to use an autoregressive transition equation augmented with macro factors. Another difference from the original implementation, lies in the use of macro factors instead of macro variables. The implementation of the macro factors will be discussed later in this section.

NS DAR I also implement a Nelson Siegel model based on the differences:

\[
Y_{t+h} = B_{NS}X_{t+h} + \epsilon_t \\
X_{t+h} = X_t + (X_{t+h} - X_t) = X_t + \Delta X_{t+h} \\
\Delta x_{it+h} = \beta_1 + \beta_2 \Delta x_{it} + ... + \beta_{l+2} \Delta x_{it-l} + \\
\sum_{j=1:nM} (\alpha_{j1} m_{jt} + ... + \alpha_{jk} m_{jt-k}) + \eta_t \quad \text{for } i = 1 : 3
\]

PC REG Direct regression of the parameters onto the yields:

\[
y_{jt+h} = \beta_1 + \sum_{i=1:nF} (\beta_{i2} x_{it} + ... + \beta_{i+l+2} x_{it-l}) + \\
\sum_{j=1:nM} (\alpha_{j1} m_{jt} + ... + \alpha_{jk} m_{jt-k}) + \eta_t
\]

Next up, a detailed discussion of the principal component method and its application to forecast the yield curve.

4 Data

Forecast literature has mainly dealt with the US treasury market because of the U.S. market dominance and because of its relatively large historical database. Nevertheless, in 2003 Remolona and Wooldridge (2003) point out that the euro interest rate swap market has become one of the largest and most liquid financial markets in the world. As a consequence the swap yield curve is becoming a benchmark yield curve in euro financial markets, against which even government bonds are now often referenced. In this work, I put the main focus on forecasting the euro swap yield curve, but I also forecast the US treasury curve in order to compare my results with literature results and to justify that all of the forecast models are implemented correctly.

In what follows next I will first describe the US Treasury data, then the Euro Interest Rate Swap data and finally the European macroeconomic data.

US Treasury data In order to test the implementation of the forecast scheme and of the Diebold and Li (2006) model and the Random Walk, I wanted to apply both models on the exact same database Diebold and Li used in their work. Similar results would then prove correct implementation. I have therefore e-mailed both of the authors and the creator of their database Bliss (1997). While awaiting their reply, I have received a positive response of Bauer (Bauer and Dahl, 2007), another researcher I have e-mailed, who strongly recommended me
to use the database of Gurkaynak et al. (2007). According to Bauer, this is nowadays the
most commonly used database for U.S treasury yield curve research.

Although this database is not the identical to the database used by Diebold and Li, it
does contain very similar data. Specifically, Diebold an Li used the unsmoothed Fama-
Bliss continuously compounded zero yields from January 1985 up to December 2000 for the
maturities of 3, 6, 9, 12, 15, 18, 21, 24, 30, 36, 48, 60, 72, 84, 96, 108 and 120 months. The
Gurkaynak et al. (2007) database consists of continuously compounded zero-coupon yields
which have been interpolated with a four factor Svensson model. Maturities range from 1 up
to 30 years and the database contains daily data form 1961 to present. For this work, I have
extracted monthly zero-coupon U.S. Treasury yields with maturities 12, 24, 36, 48, 60, 72,
84, 96, 108 and 120 months, over the period of January 1985 until February 2009. In the
results section of this work, I will show that for similar conditions I get results similar to the
results of Diebold and Li (2006). Table 1 reports the mean and standard deviation for all
maturities. This, in order to demonstrate the slight difference between the Fama-Bliss yields
and the Gurkaynak et al. (2007) yields. Note that the difference in values for $\beta_1$, $\beta_2$ and
$\beta_3$ are mainly due to the fact that Diebold and Li also use shorter maturities. This has the
strongest effect on the $\beta_3$, the curvature, as could be expected.

**Euro Interest Rate Swap data** The Euro Interest Rate Swap data consists of monthly
last price Euribor continuously compounded rates for maturities of 1, 3 and 6 months and of
monthly last price continuously compounded Euro Interest Rate Swap rates for maturities of
1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 20, 30 years. All rates have been retrieved with Bloomberg for
the period of December 1998 until February 2009.

**Macro economic data** When forecasting with macro economic data, it is important not
to used macro data that was not yet available at time $t$. My Matlab GUI program keeps this

<table>
<thead>
<tr>
<th>Maturity</th>
<th>Mean (Fa-Bl)</th>
<th>Mean (Gur)</th>
<th>Stdv(Fa-Bl)</th>
<th>Stdv (Gur)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 months</td>
<td>6.067</td>
<td>6.150</td>
<td>1.501</td>
<td>1.506</td>
</tr>
<tr>
<td>24 months</td>
<td>6.401</td>
<td>6.460</td>
<td>1.464</td>
<td>1.481</td>
</tr>
<tr>
<td>36 months</td>
<td>6.644</td>
<td>6.675</td>
<td>1.439</td>
<td>1.470</td>
</tr>
<tr>
<td>48 months</td>
<td>6.838</td>
<td>6.842</td>
<td>1.439</td>
<td>1.466</td>
</tr>
<tr>
<td>60 months</td>
<td>6.928</td>
<td>6.981</td>
<td>1.430</td>
<td>1.464</td>
</tr>
<tr>
<td>72 months</td>
<td>7.082</td>
<td>7.098</td>
<td>1.457</td>
<td>1.460</td>
</tr>
<tr>
<td>84 months</td>
<td>7.142</td>
<td>7.200</td>
<td>1.425</td>
<td>1.455</td>
</tr>
<tr>
<td>96 months</td>
<td>7.226</td>
<td>7.289</td>
<td>1.413</td>
<td>1.449</td>
</tr>
<tr>
<td>108 months</td>
<td>7.270</td>
<td>7.367</td>
<td>1.428</td>
<td>1.442</td>
</tr>
<tr>
<td>120 months</td>
<td>7.254</td>
<td>7.436</td>
<td>1.432</td>
<td>1.435</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>7.579</td>
<td>7.865</td>
<td>1.524</td>
<td>1.5137</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>-2.089</td>
<td>-1.929</td>
<td>1.608</td>
<td>1.6620</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>-0.162</td>
<td>-1.444</td>
<td>1.687</td>
<td>1.5454</td>
</tr>
</tbody>
</table>

Table 1: Mean and standard deviation of the U.S.Treasury Yield data for the period January
1985 up to December 2000. $\beta_1$, $\beta_2$ and $\beta_3$ are the estimated Nelson Siegel factors, commonly
known as "Level", "Slope" and "Curvature". "Fa-Bl" is "Fama-Bliss" database and "Gur" is
"Gurkaynak" database.
into account. The next table presents which variables I have used and what kind of operations I have applied before using them in the forecast exercise: The operations are mainly to insure

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>UEMPL</td>
<td>Global Eurostat unemployment rate</td>
<td>No transformation</td>
</tr>
<tr>
<td>HICP</td>
<td>Harmonized Indices of Consumer Prices All items</td>
<td>year-on-year changes in log levels</td>
</tr>
<tr>
<td>PROD VOL</td>
<td>Index of production volume</td>
<td>year-on-year changes in log levels</td>
</tr>
<tr>
<td>PROD PRICE</td>
<td>Index of production price</td>
<td>year-on-year changes in log levels</td>
</tr>
<tr>
<td>ECB REF</td>
<td>ECB refinance rate</td>
<td>No transformation</td>
</tr>
<tr>
<td>S&amp;P 500</td>
<td>S&amp;P500 index</td>
<td>year-on-year changes in log levels</td>
</tr>
</tbody>
</table>

Table 2: Macro variables and their time series

the stationarity of the macro data and are in accordance with the specifications of de Pooter et al. (2007). All macro variables have been retrieved with Bloomberg for the period of December 1998 until February 2009.

Next up, the results of this report.

5 Results

The results of this work are vast and can best be evaluated with own experimentation of the Matlab GUI program. However, my goals in this section are twofold. Firstly, I want to show that all methods have been implemented correctly. Secondly, I want to demonstrate the forecast power of all of the implemented models in various situations.

5.1 Validation of the code

First up, the Nelson Siegel and the Random Walk. Next, the principal component forecast model.

5.1.1 Validation of the Nelson Siegel forecast model and the Random Walk

The easiest way to validated the implementation of the Nelson Siegel and the Random Walk forecast models, is by reproducing results as found in literature. I have chosen to compare my results with Diebold and Li (2006) because they also implement an AR(1) version of the Nelson Siegel model. As discussed before, identical results are not achievable due to a similar but different database.

Table 3 lets us see the comparison between the forecasts of Diebold and Li (2006) and my forecasts. It presents the Root Mean Square out of sample forecast Errors (RMSE). Like Diebold and Li (2006) the U.S. Treasury yields are forecasted base on an in-sample history from January 1985 until January 1994 and an out-of-sample history from January 1985 until December 2000. Moreover, out-of-sample forecasts have been made for a 1 month, a 6 months and a 12 months horizon. The differences in RMSE of both implementations in table 3 are small and mainly caused by the fact that Diebold and Li used an unsmoothed dataset and that they have used more maturities. Moreover, for both implementations, the RMSE shows similar behavior when the maturity increases. For example, for a forecast horizon of 1 month, both NS (Di-Li) and NS (used) RMSE rises up to the maturity of 60 months and then starts falling. This table helps us to understand that:

1. The Random Walk model is implemented correctly
Table 3: Comparison of the RMSE of out-of-sample forecasting of the U.S. Treasury Yields, over the period of January 1994 until December 2000. The data starts in January 1985, the AR is specified with 1 lag. INCREASING TIME WINDOW. "Di-Li" stands for "Diebold and Li" and "Used" stands for "used in this work".

<table>
<thead>
<tr>
<th>Maturity</th>
<th>NS (Di-Li)</th>
<th>NS (Used)</th>
<th>RW (Di-Li)</th>
<th>RW (Used)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE(1 month)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>0.236</td>
<td>0.238</td>
<td>0.241</td>
<td>0.242</td>
</tr>
<tr>
<td>36 months</td>
<td>0.279</td>
<td>0.293</td>
<td>0.279</td>
<td>0.299</td>
</tr>
<tr>
<td>60 months</td>
<td>0.292</td>
<td>0.297</td>
<td>0.276</td>
<td>0.302</td>
</tr>
<tr>
<td>120 months</td>
<td>0.260</td>
<td>0.280</td>
<td>0.254</td>
<td>0.279</td>
</tr>
<tr>
<td>RMSE(6 months)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>0.669</td>
<td>0.611</td>
<td>0.779</td>
<td>0.793</td>
</tr>
<tr>
<td>36 months</td>
<td>0.750</td>
<td>0.688</td>
<td>0.879</td>
<td>0.896</td>
</tr>
<tr>
<td>60 months</td>
<td>0.777</td>
<td>0.694</td>
<td>0.861</td>
<td>0.864</td>
</tr>
<tr>
<td>120 months</td>
<td>0.721</td>
<td>0.657</td>
<td>0.758</td>
<td>0.754</td>
</tr>
<tr>
<td>RMSE(12 months)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>0.841</td>
<td>0.719</td>
<td>1.197</td>
<td>1.207</td>
</tr>
<tr>
<td>36 months</td>
<td>0.918</td>
<td>0.811</td>
<td>1.237</td>
<td>1.258</td>
</tr>
<tr>
<td>60 months</td>
<td>0.978</td>
<td>0.898</td>
<td>1.191</td>
<td>1.186</td>
</tr>
<tr>
<td>120 months</td>
<td>0.981</td>
<td>0.931</td>
<td>1.052</td>
<td>1.083</td>
</tr>
</tbody>
</table>

2. The Nelson Siegel model is implemented correctly
3. The recursive forecasting technique is implemented correctly

Next up, the verification of the principal component forecast model.

5.1.2 Validation of the principal component forecast model

Testing if the principal component forecast model is correct is not so straightforward, mainly because the forecasts are series dependent. Let me explain this better. Imagine a database that is build with rates as interpolated by the Nelson Siegel three factor method. Now imagine applying the principal component method onto that database. Logically, a three factor Principal Component model fits all yields perfectly. Although, Nelson Siegel and the Principal Component each fit the yields perfectly, their timeseries are completely different. Remember, PC has standardized and independent timeseries. Timeseries for NS are not standardized and correlated. This means that an AR process will never forecast the same results.

So, because I do not have principal component forecast model data from literature and because I cannot consistently get equal results as NS for a Nelson Siegel database, we will have to take peace with only proving that at least the method is implemented correctly. I will do this with figure 1. The first plot show the approximation RMSE of the principal component method for 3 factors or more and for the Nelson Siegel method. The second plot shows a scree plot of the eigenvalues of the data’s covariance matrix: Both plots are interesting in relation with the implementation of the principal component method. The left plot shows two specific principal component characteristics. First of all, for three factors, the RMSE of the principal component method, is smaller than RMSE of the three factor Nelson Siegel method, as it
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Figure 1: Left plot: RMSE of various principal component approximations (3 factors and more) and of a Nelson Siegel ($\lambda = 0.0609$) approximation of the U.S. Treasury Yield curve. Specifically, the first approximation was based on a history form 02/01/1985 until 03/05/1993, the consecutive approximations up to December 2000 were made with the rolling time window technique. Right plot: the scree plot of a principal component analysis of the U.S. Treasury Yield curve.

should be. Second, when increasing the number of components, the RMSE goes to zero for all maturities. More evidence is provided by the right plot. Namely, as expected, for yield curve data, three factors characterize almost all of the variance of the U.S. Treasury yield curve. From the third eigenvalue on, all eigenvalues are almost zero.

Based on the fact that I have proved that the recursive forecasting technique, the transition equation and the principal component method are implemented correctly, I assume that also the principal component forecast method is implemented correctly.

5.2 The Euro Interest Rate Swap curve

The statistics of the Euro Interest Rate Swap curve presented in table 4 are based on a history from 1999 until January 2009. Note that at a five percent level, we can not reject the hypothesis of having a unit root for all of the yields. This means that none of the timeseries of the yields are stationary and that all yields may follow a Random Walk process. Moreover, only $\beta_3$, $f_2$ and $f_3$ seem not to have a unit root.

5.3 Forecasting the Euro Interest Rate Swap curve

In order to investigate the forecastability of the Euro Internet Rate Swap curve, I have implemented 9 similar but yet different forecast models, which I have described in detail in the methodology section of this report. The Random Walk (RW), the Principal Component AR model (PC AR), the Principal Component model with AR of the differences (PC DAR), the differenced Principal Component AR model (DPC AR), the Principal Component model with Dickey Fuller (PC AR DF), the Principal Component Regression Model (PC REG), the Nelson Siegel AR forecast model (NS AR), the Nelson Siegel model with AR of the differences $^3$. In what follows next, I will compare these models for different set ups. Specifically, I can

$^3$Note that the difference of Nelson Siegel factors are equal to the Nelson Siegel factors of differenced yields
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<table>
<thead>
<tr>
<th>Maturity</th>
<th>Mean (%)</th>
<th>Stdv(%)</th>
<th>ρ(1)</th>
<th>ADF</th>
<th>Maturity</th>
<th>Mean (%)</th>
<th>Stdv(%)</th>
<th>ρ(1)</th>
<th>ADF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 months</td>
<td>3.236</td>
<td>0.955</td>
<td>0.962</td>
<td>0.297</td>
<td>72 months</td>
<td>4.117</td>
<td>0.737</td>
<td>0.939</td>
<td>0.190</td>
</tr>
<tr>
<td>3 months</td>
<td>3.327</td>
<td>1.008</td>
<td>0.972</td>
<td>0.245</td>
<td>84 months</td>
<td>4.212</td>
<td>0.720</td>
<td>0.940</td>
<td>0.175</td>
</tr>
<tr>
<td>6 months</td>
<td>3.376</td>
<td>1.018</td>
<td>0.972</td>
<td>0.237</td>
<td>96 months</td>
<td>4.297</td>
<td>0.705</td>
<td>0.941</td>
<td>0.166</td>
</tr>
<tr>
<td>12 months</td>
<td>3.453</td>
<td>1.020</td>
<td>0.963</td>
<td>0.259</td>
<td>108 months</td>
<td>4.370</td>
<td>0.692</td>
<td>0.941</td>
<td>0.155</td>
</tr>
<tr>
<td>24 months</td>
<td>3.601</td>
<td>0.928</td>
<td>0.950</td>
<td>0.234</td>
<td>120 months</td>
<td>4.431</td>
<td>0.681</td>
<td>0.941</td>
<td>0.149</td>
</tr>
<tr>
<td>36 months</td>
<td>3.754</td>
<td>0.856</td>
<td>0.945</td>
<td>0.224</td>
<td>180 months</td>
<td>4.647</td>
<td>0.659</td>
<td>0.945</td>
<td>0.144</td>
</tr>
<tr>
<td>48 months</td>
<td>3.892</td>
<td>0.802</td>
<td>0.940</td>
<td>0.214</td>
<td>240 months</td>
<td>4.747</td>
<td>0.654</td>
<td>0.947</td>
<td>0.139</td>
</tr>
<tr>
<td>60 months</td>
<td>4.009</td>
<td>0.764</td>
<td>0.939</td>
<td>0.205</td>
<td>360 months</td>
<td>4.769</td>
<td>0.666</td>
<td>0.939</td>
<td>0.115</td>
</tr>
<tr>
<td>β1 (NS)</td>
<td>4.957</td>
<td>0.689</td>
<td>0.951</td>
<td>0.098</td>
<td>f1 (PC)</td>
<td>0</td>
<td>1</td>
<td>0.958</td>
<td>0.127</td>
</tr>
<tr>
<td>β2 (NS)</td>
<td>-1.657</td>
<td>1.011</td>
<td>0.961</td>
<td>0.254</td>
<td>f2 (PC)</td>
<td>0</td>
<td>1</td>
<td>0.933</td>
<td>0.013</td>
</tr>
<tr>
<td>β3 (NS)</td>
<td>-1.489</td>
<td>1.616</td>
<td>0.877</td>
<td>0.060</td>
<td>f3 (PC)</td>
<td>0</td>
<td>1</td>
<td>0.864</td>
<td>0.004</td>
</tr>
</tbody>
</table>

Table 4: Mean, standard deviation and augmented Dickey Fuller test of the Euro Interest Rate Swap curve, its Nelson Siegel factors (β1,β2,β3) and its first three principal components (f1,f2,f3). Note that for the Euro Interest Rate Swap curve, the best Nelson Siegel fits were found for λ = 0.0501. The ADF statistics denote the significance level accepting the hypothesis of having a unit root. The data ranges from December 1999 until January 2009.

As we will see below, both the forecasting horizon and the history scheme play a very important role on the forecastability of the models. I will start the results by discussing the effect of the time transition scheme onto the out-of-sample RMSE.

5.3.1 Rolling History vs. Increasing History

Rote that the difference will more easily noticeable when specifying a small in sample history as a start. The rolling history will slide a time window of a short length through time, while the increasing history will get bigger as time passes. Figure 2 demonstrates the effect on the out-of-sample RMSE when making a 12 month Euro Interest Rate Swap forecast. Note

Figure 2: Left plot: the RMSE of a 12 month out-of-sample forecast of the Euro Interest Rate Swap curve, with 3 factors, 1 lag and a ROLLING time window. Right plot: the RMSE of a 12 month out-of-sample forecast of the euro interest rate swap curve, with 3 factors, 1 lag and an INCREASING time window. Both plots were calculated based on in-sample data from 31/12/1999 until 31/07/2002 and an out sample time window up to 29/01/2009.
that the rolling time history has a huge advantage on the increasing time window. From an economical point of view this make sense. Economies and monetary policies change over time. Because the rolling time window has less memory, it is able to adapt much faster to economical deviations. As could be expected, the rolling time window is better for out-of-sample forecasting. For all results that follow next have been calculated with a rolling time window. Next up, the influences of the length of the rolling time window.

5.3.2 Influence of the length of the time window

The influence of the length of the time window can be measured by evaluating the out-of-sample accuracy for a short time window and a medium time window, for forecast horizons of 1 month, 6 months and 12 months. The short time window considers an initial in-sample time window from 31/12/1999 until 31/07/2002 (32 months) and the medium time window considers an initial in-sample time window from 31/12/1999 until 30/12/2005 (73 months). There are 110 observations for each variable in the Euro Interest Rate Swap curve. Tables 7, 8, 9, 10, 11, 13 contain information about the forecast RMSE and about the West and Clark (2006) statistics for nested models. A positive value of the West and Clark (2006) statistic in one of the table indicates a significant improvement in forecast accuracy compared to the random walk.

1 Month forecast horizon For a forecast horizon of 1 months, the Random Walk is the very difficult to beat due to the extremely high autocorrelations. Tables 7 and 8 demonstrate that changing the length of the history has little or no influence on the forecast behavior for each of the models. Note that although some of the models exhibit a lower RMSE than the RMSE of the Random walk for some maturities, the statistics in the lower table of tables 8 and 8 indicate that the difference is not statistically different from zero at a five percent level.

6 Month forecast horizon Tables 9 and 10 present the results of the 6 month ahead forecast exercise. This time, the results in table 9 are much better than the results in table 10. Moreover, models such as the PC AR, beat the random walk significantly for intermediate maturities. It is now clear that when forecasting 6 months ahead, a short history should be used. Based on this result we can preliminarily assume that for a 6 month ahead out-of-sample forecast exercise, shorter time windows yield better results.

12 Month forecast horizon Tables 11 and 13 present the results of the 12 month ahead forecast exercise. The time window effect is even more pronounced and the PC AR, PC DAR, NS AR and NS DAR model outperform the Random Walk for all maturities. In order to assure the reader that the time window effect is not curve specific, I have included evidence from the U.S. Treasury curve in the appendix. Compare tables 14 and 5 to see that a shorter time window would have improved the results of Diebold and Li (2006). Even in a newer data set the time window effect is still valid, see table 15 and 16. Again, the shortest time window yields the best results.

\(^4\)Other forecast horizons, time windows and illustrations, please experiment with the Matlab GUI program.
5.3.3 Influence of the number of included lags

As before, I have investigated the influence of the number of included lags for the three different forecast horizons.

1 Month forecast horizon  I have investigated the effect of lags on short term forecast by running my Matlab GUI program for different history lengths and different lags. Unfortunately, lags do not improve the forecasts and none of the forecast models beats the random walk significantly.

6 Months forecast horizon  The effect of lags on the models is diverse. I have tried lags from 1 to 12 and I have seen that for a specific model sometimes the estimation improves and other times the estimation worsens. I have not included results in this report, but it can easily be simulated with my Matlab GUI program.

12 Months forecast horizon  When forecasting 12 months ahead, lags can be useful in combination with a short time window. Figure 3 illustrates the effect of including 10 lags in the AR process on the forecast. As can be seen, the mean square errors of the models drop reasonably. However, the improvement when using lags is not consistent. The effect of lags on factor series is thus not useful.

Figure 3: Left plot: the RMSE of principal component approximations (3 factors and more) and of a Nelson Siegel approximation of the U.S. Treasury Yield curve. Specifically, the first approximations were based on a history form 02/01/1985 until 03/05/1993, the consecutive approximations up to December 2000 were made with the rolling timewindow technique. Right plot: the scree plot of a principal component analysis of the U.S. Treasury Yield curve. Figures based on monthly U.S. Treasury data from 02/01/1985 until 05/03/1993

reasonably. However, the improvement when using lags is not consistent. The effect of lags on factor series is thus not useful.

5.3.4 The effect of Macro Factors

I have tested the effect of Macro Factor for the three forecast horizons.
6 Conclusion

I have implemented four macro factor augmented dynamic versions of the principal component method in order to make an out-of-sample forecast exercise of the Euro Interest Rate Swap Curve. Moreover, I have implemented three Nelson-Siegel forecast models and the Random Walk. After having studied a lot of different forecast results we can remember the following:

1. The U.S. Treasury Curve and the Euro Interest Rate Swap Curve have similar forecastability behavior.

1 Month forecast horizon  When experimenting with Macro Factors and lagged Macro factors for different time windows, macro factors did not seem to improve the 1 Month forecast results.

6 Month forecast horizon  The macro factors have a positive effect on the forecastability of the implemented models, no matter the length of the time window. Estimations with a longer time window now sometimes give better estimations than when calculating with a shorter time window. The macro effect can be seen quite well when comparing the two plots in figure 4. Note that including a small number lags of the macro variables (up to 5) reduces the error even more.

12 Month forecast horizon  Similar effects are noticeable for a forecast horizon of 12 months. Including macro factors also reduces the forecast error. Even though the RMSE in table 11 is already significantly lower for PC AR, PD DAR, NS AR and NS DAR compared to the RMSE of the Random Walk, table 12 illustrates that adding two macro factors reduce the RMSE even more.

Figure 4: Left plot: the RMSE forecast error for various forecast methods without macro factors. Right plot: the RMSE forecast error for various forecast methods with 3 macro factors and 1 lag. The data were calculated for an in sample history of 30/01/04 scree plot of a principal component analysis of the U.S. Treasury Yield curve. Figures based on monthly U.S. Treasury data from 02/01/1985 until 05/03/1993.
2. When using a big forecast step and a small rolling time window, we can significantly outperform the Random Walk with a series of methods.

3. Incorporating Macro factors improves the results.

In relation with choice of forecast model, I have noticed that the results depend a lot on the constraints. On average, I believe that for three factors, the Principal Component models are a bit more accurate than the Nelson Siegel models. Moreover, Principal Component models do not put any artificial restriction onto the data. This flexibility makes this method general and also applicable on other data types, such as the macro variables. Compared to the Nelson Siegel model, the Principal Component Model does have the disadvantage of recomputing its factors at each point in time. This not only increases the difficulty of implementation, but also the computational effort. Another downside is the fact that at maturities other than the observed, interpolation tactics must be used.

Both methods have shown that they can reproduce almost every form the yield curve, meaning that three factors characterize the yield curve completely. Both models, model the yield curve well. Therefore, I believe that further research must focus on the behavior of the time series of the factors and how to extract maximal information from them. Another technique would be to add external factors to the transition equation. In this case the search lies in discovering new external variables/factors that drive the yield curve factors. A first step to this could be made by using a larger Macro Economic data set. In addition to the equation and the external variables, a more efficient estimator such as the Kalman filter could be implemented. A last addition could be to look for the reason why small rolling time windows produce better forecasts.
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## Forecast Result Tables

Table 5: Upper Table: Comparison of out-of-sample forecasts for all implemented methods for the U.S. Treasury curve. This setup is similar to the Diebold and Li (2006) setup. Forecast horizon of 12 months. In sample history from 02/01/1985 until 02/01/1994 and out of sample domain from 02/01/1994 until 02/12/2006. ROLLING TIME WINDOW. 3 factors are used for the PC models. The AR model is specified with 1 lag. Lower Table: West and Clark (2006) statistic of the results. Positive numbers show that the forecasts are significantly better than the Random Walk forecasts at a 5% tolerance.

<table>
<thead>
<tr>
<th>Maturity</th>
<th>RW</th>
<th>PCA AR</th>
<th>PC DAR</th>
<th>DPC AR</th>
<th>PC AR DF</th>
<th>PC REG</th>
<th>NS AR</th>
<th>NS DAR</th>
<th>NS REG</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 months</td>
<td>1.2074</td>
<td>0.9143</td>
<td>1.2643</td>
<td>1.2134</td>
<td>1.2344</td>
<td>0.9852</td>
<td>0.6700</td>
<td>1.1956</td>
<td>1.1504</td>
</tr>
<tr>
<td>24 months</td>
<td>1.2690</td>
<td>0.9411</td>
<td>1.2806</td>
<td>1.2406</td>
<td>1.1895</td>
<td>1.0967</td>
<td>0.6824</td>
<td>1.2021</td>
<td>1.1529</td>
</tr>
<tr>
<td>36 months</td>
<td>1.2582</td>
<td>0.9279</td>
<td>1.2119</td>
<td>1.2121</td>
<td>1.1339</td>
<td>1.1745</td>
<td>0.6661</td>
<td>1.1540</td>
<td>1.1088</td>
</tr>
<tr>
<td>48 months</td>
<td>1.2250</td>
<td>0.9107</td>
<td>1.1733</td>
<td>1.1695</td>
<td>1.0815</td>
<td>1.2294</td>
<td>0.6589</td>
<td>1.0961</td>
<td>1.0480</td>
</tr>
<tr>
<td>60 months</td>
<td>1.1867</td>
<td>0.8968</td>
<td>1.1192</td>
<td>1.1264</td>
<td>1.0360</td>
<td>1.2708</td>
<td>0.6623</td>
<td>1.0417</td>
<td>1.0026</td>
</tr>
<tr>
<td>72 months</td>
<td>1.1495</td>
<td>0.8864</td>
<td>1.0547</td>
<td>1.0865</td>
<td>0.9975</td>
<td>1.3044</td>
<td>0.6703</td>
<td>0.9939</td>
<td>0.9654</td>
</tr>
<tr>
<td>84 months</td>
<td>1.1149</td>
<td>0.8782</td>
<td>1.0139</td>
<td>1.0504</td>
<td>0.9653</td>
<td>1.3337</td>
<td>0.6748</td>
<td>0.9525</td>
<td>0.9352</td>
</tr>
<tr>
<td>96 months</td>
<td>1.0834</td>
<td>0.8709</td>
<td>0.9686</td>
<td>1.0175</td>
<td>0.9382</td>
<td>1.3604</td>
<td>0.6842</td>
<td>0.9169</td>
<td>0.9104</td>
</tr>
<tr>
<td>108 months</td>
<td>1.0544</td>
<td>0.8640</td>
<td>0.9574</td>
<td>0.9874</td>
<td>0.9151</td>
<td>1.3855</td>
<td>0.6872</td>
<td>0.8861</td>
<td>0.8898</td>
</tr>
<tr>
<td>120 months</td>
<td>1.0279</td>
<td>0.8571</td>
<td>0.9373</td>
<td>0.9596</td>
<td>0.8950</td>
<td>1.4095</td>
<td>0.6877</td>
<td>0.8595</td>
<td>0.8722</td>
</tr>
</tbody>
</table>

Table 6: Upper Table: Comparison of out-of-sample forecasts for all implemented methods for the U.S. Treasury curve. This setup is similar to the Diebold and Li (2006) setup. Forecast horizon of 12 months. In sample history from 02/01/1985 until 02/01/1994 and out of sample domain from 02/01/1994 until 02/12/2006. INCREASING TIME WINDOW. 3 factors are used for the PC models. The AR model is specified with 1 lag. Lower Table: West and Clark (2006) statistic of the results. Positive numbers show that the forecasts are significantly better than the Random Walk forecasts at a 5% tolerance.

<table>
<thead>
<tr>
<th>Maturity</th>
<th>RW</th>
<th>PCA AR</th>
<th>PC DAR</th>
<th>DPC AR</th>
<th>PC AR DF</th>
<th>PC REG</th>
<th>NS AR</th>
<th>NS DAR</th>
<th>NS REG</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 months</td>
<td>0.3968</td>
<td>-0.3861</td>
<td>-0.1753</td>
<td>0.0465</td>
<td>0.1338</td>
<td>0.5620</td>
<td>-0.2134</td>
<td>-0.1162</td>
<td></td>
</tr>
<tr>
<td>24 months</td>
<td>0.4736</td>
<td>-0.2212</td>
<td>-0.0927</td>
<td>0.0400</td>
<td>0.0754</td>
<td>0.0881</td>
<td>-0.0700</td>
<td>0.0741</td>
<td></td>
</tr>
<tr>
<td>36 months</td>
<td>0.4709</td>
<td>-0.1057</td>
<td>-0.0421</td>
<td>0.0354</td>
<td>0.0850</td>
<td>0.1764</td>
<td>0.0239</td>
<td>0.1743</td>
<td></td>
</tr>
<tr>
<td>48 months</td>
<td>0.4257</td>
<td>-0.0277</td>
<td>-0.0144</td>
<td>0.0337</td>
<td>0.0764</td>
<td>0.5591</td>
<td>0.1328</td>
<td>0.2034</td>
<td></td>
</tr>
<tr>
<td>60 months</td>
<td>0.3649</td>
<td>0.0194</td>
<td>0.0004</td>
<td>0.0333</td>
<td>0.0764</td>
<td>0.5591</td>
<td>0.1328</td>
<td>0.2034</td>
<td></td>
</tr>
<tr>
<td>72 months</td>
<td>0.3025</td>
<td>0.0460</td>
<td>0.0083</td>
<td>0.0337</td>
<td>0.0764</td>
<td>0.5591</td>
<td>0.1328</td>
<td>0.2034</td>
<td></td>
</tr>
<tr>
<td>84 months</td>
<td>0.2449</td>
<td>0.0600</td>
<td>0.0128</td>
<td>0.0346</td>
<td>0.0764</td>
<td>0.5591</td>
<td>0.1328</td>
<td>0.2034</td>
<td></td>
</tr>
<tr>
<td>96 months</td>
<td>0.1945</td>
<td>0.0870</td>
<td>0.0157</td>
<td>0.0356</td>
<td>0.0764</td>
<td>0.5591</td>
<td>0.1328</td>
<td>0.2034</td>
<td></td>
</tr>
<tr>
<td>108 months</td>
<td>0.1516</td>
<td>0.0703</td>
<td>0.0181</td>
<td>0.0366</td>
<td>0.0764</td>
<td>0.5591</td>
<td>0.1328</td>
<td>0.2034</td>
<td></td>
</tr>
<tr>
<td>120 months</td>
<td>0.1157</td>
<td>0.0720</td>
<td>0.0203</td>
<td>0.0375</td>
<td>0.0764</td>
<td>0.5591</td>
<td>0.1328</td>
<td>0.2034</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Upper Table: Comparison of out-of-sample forecasts for all implemented methods for the U.S. Treasury curve. This setup is similar to the Diebold and Li (2006) setup. Forecast horizon of 12 months. In sample history from 02/01/1985 until 02/01/1994 and out of sample domain from 02/01/1994 until 02/12/2006. INCREASING TIME WINDOW. 3 factors are used for the PC models. The AR model is specified with 1 lag. Lower Table: West and Clark (2006) statistic of the results. Positive numbers show that the forecasts are significantly better than the Random Walk forecasts at a 5% tolerance.
### Table 7: Upper Table: Comparison of out-of-sample forecasts for all implemented methods for the Euro Interest Rate Swap curve.

Forecast horizon of 3 months. In sample history from 31/12/1999 until 31/07/2002 and out of sample domain from 31/07/2002 until 29/01/2009. ROLLING TIME WINDOW is specified for the PC models. The AR lag is selected by Newbold and Clark (2006) statistic of the results. Positive numbers show that the forecasts are significantly better than the Random Walk forecasts at a 5% tolerance.

<table>
<thead>
<tr>
<th>Maturity</th>
<th>RW</th>
<th>PC AR</th>
<th>PC DAR</th>
<th>DPC AR</th>
<th>PC AR DF</th>
<th>PC REG</th>
<th>NS AR</th>
<th>NS DAR</th>
<th>NS REG</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 months</td>
<td>0.218</td>
<td>0.2147</td>
<td>0.2048</td>
<td>0.2098</td>
<td>0.2412</td>
<td>0.1721</td>
<td>0.3022</td>
<td>0.2609</td>
<td>0.1741</td>
</tr>
<tr>
<td>3 months</td>
<td>0.2125</td>
<td>0.2110</td>
<td>0.1654</td>
<td>0.1935</td>
<td>0.2124</td>
<td>0.1835</td>
<td>0.2034</td>
<td>0.1470</td>
<td>0.1843</td>
</tr>
<tr>
<td>6 months</td>
<td>0.2117</td>
<td>0.2048</td>
<td>0.1538</td>
<td>0.1918</td>
<td>0.2037</td>
<td>0.2462</td>
<td>0.1937</td>
<td>0.1274</td>
<td>0.2457</td>
</tr>
<tr>
<td>12 months</td>
<td>0.2231</td>
<td>0.2729</td>
<td>0.2260</td>
<td>0.1962</td>
<td>0.2643</td>
<td>0.5100</td>
<td>0.3976</td>
<td>0.3183</td>
<td>0.5069</td>
</tr>
<tr>
<td>24 months</td>
<td>0.2382</td>
<td>0.2650</td>
<td>0.2350</td>
<td>0.2210</td>
<td>0.2690</td>
<td>0.6082</td>
<td>0.3466</td>
<td>0.2811</td>
<td>0.6051</td>
</tr>
<tr>
<td>36 months</td>
<td>0.2382</td>
<td>0.2388</td>
<td>0.2177</td>
<td>0.2172</td>
<td>0.2366</td>
<td>0.7033</td>
<td>0.2865</td>
<td>0.2406</td>
<td>0.7068</td>
</tr>
<tr>
<td>48 months</td>
<td>0.2233</td>
<td>0.2245</td>
<td>0.2086</td>
<td>0.2128</td>
<td>0.2237</td>
<td>0.8160</td>
<td>0.2531</td>
<td>0.2245</td>
<td>0.8142</td>
</tr>
<tr>
<td>60 months</td>
<td>0.2115</td>
<td>0.2090</td>
<td>0.1970</td>
<td>0.2029</td>
<td>0.2089</td>
<td>0.9247</td>
<td>0.2314</td>
<td>0.2093</td>
<td>0.9233</td>
</tr>
<tr>
<td>72 months</td>
<td>0.1998</td>
<td>0.1960</td>
<td>0.1866</td>
<td>0.1924</td>
<td>0.1962</td>
<td>1.0277</td>
<td>0.2144</td>
<td>0.1963</td>
<td>1.0266</td>
</tr>
<tr>
<td>96 months</td>
<td>0.1895</td>
<td>0.1861</td>
<td>0.1779</td>
<td>0.1829</td>
<td>0.1861</td>
<td>1.1222</td>
<td>0.2001</td>
<td>0.1844</td>
<td>1.1214</td>
</tr>
<tr>
<td>108 months</td>
<td>0.1801</td>
<td>0.1781</td>
<td>0.1711</td>
<td>0.1743</td>
<td>0.1778</td>
<td>1.2080</td>
<td>0.1887</td>
<td>0.1734</td>
<td>1.2074</td>
</tr>
<tr>
<td>120 months</td>
<td>0.1733</td>
<td>0.1724</td>
<td>0.1666</td>
<td>0.1683</td>
<td>0.1715</td>
<td>1.2827</td>
<td>0.1798</td>
<td>0.1644</td>
<td>1.2822</td>
</tr>
<tr>
<td>132 months</td>
<td>0.1677</td>
<td>0.1673</td>
<td>0.1619</td>
<td>0.1630</td>
<td>0.1660</td>
<td>1.3471</td>
<td>0.1783</td>
<td>0.1563</td>
<td>1.3467</td>
</tr>
<tr>
<td>144 months</td>
<td>0.1513</td>
<td>0.1600</td>
<td>0.1553</td>
<td>0.1498</td>
<td>0.1560</td>
<td>1.5741</td>
<td>0.1790</td>
<td>0.1538</td>
<td>1.5739</td>
</tr>
<tr>
<td>240 months</td>
<td>0.1437</td>
<td>0.1663</td>
<td>0.1595</td>
<td>0.1443</td>
<td>0.1603</td>
<td>1.6945</td>
<td>0.1884</td>
<td>0.1687</td>
<td>1.6944</td>
</tr>
<tr>
<td>360 months</td>
<td>0.1495</td>
<td>0.1936</td>
<td>0.1819</td>
<td>0.1510</td>
<td>0.1865</td>
<td>1.7592</td>
<td>0.2438</td>
<td>0.2213</td>
<td>1.7592</td>
</tr>
</tbody>
</table>

### Table 8: Upper Table: Comparison of out-of-sample forecasts for all implemented methods for the Euro Interest Rate Swap curve.

Forecast horizon of 3 months. In sample history from 31/12/1999 until 30/12/2005 and out of sample domain from 30/12/2005 until 29/01/2009. ROLLING TIME WINDOW is specified for the PC models. The AR lag is selected by Newbold and Clark (2006) statistic of the results. Positive numbers show that the forecasts are significantly better than the Random Walk forecasts at a 5% tolerance.
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Table 9: Upper Table: Comparison of out-of-sample forecasts for all implemented methods for the Euro Interest Rate Swap curve. Forecast horizon of 6 months. In sample history from 31/12/1999 until 31/07/2002 and out of sample domain from 31/07/2002 until 29/01/2009. ROLLING TIME WINDOW. 3 factors are used for the PC models. The AR model is specified with 1 lag. Lower Table: West and Clark (2006) statistic of the results. Positive numbers show that the forecasts are significantly better than the Random Walk forecasts at a 5% tolerance.

Table 10: Upper Table: Comparison of out-of-sample forecasts for all implemented methods for the Euro Interest Rate Swap curve. Forecast horizon of 6 months. In sample history from 31/12/1999 until 31/07/2002 and out of sample domain from 31/07/2002 until 29/01/2009. ROLLING TIME WINDOW. 3 factors are used for the PC models. The AR model is specified with 1 lag. Lower Table: West and Clark (2006) statistic of the results. Positive numbers show that the forecasts are significantly better than the Random Walk forecasts at a 5% tolerance.
### Table 1: Upper Table: Comparison of out-of-sample forecasts for all implemented methods for the Euro Interest Rate Swap curve.

Forecast horizon of 12 months. In sample history from 31/12/1999 until 31/07/2002 and out of sample domain from 31/07/2002 until 29/01/2009. ROLLING TIME WINDOW. 3 factors are used for the PC models. The AR model is specified with 1 lag. Lower Table: West and Clark (2006) statistic of the results. Positive numbers show that the forecasts are significantly better.

#### Table 2: Upper Table: Comparison of out-of-sample forecasts for all implemented methods for the Euro Interest Rate Swap curve.

Forecast horizon of 12 months. WITH 2 MACRO FACTORS In sample history from 31/12/1999 until 31/07/2002 and out of sample domain from 31/07/2002 until 29/01/2009. ROLLING TIME WINDOW. 3 factors are used for the PC models. AR model is specified with 1 lag. Lower Table: West and Clark (2006) statistic of the results. Positive numbers show that the forecasts are significantly better that the Random Walk forecasts at a 5% tolerance.
### Table 13:  
**Upper Table:** Comparison of out-of-sample forecasts for all implemented methods for the Euro Interest Rate Swap curve.  
Forecast horizon of 12 months. In sample history from 31/12/1999 until 30/12/2005 and out of sample domain from 02/01/2006 until 02/12/2006.  
**Lower Table:** West and Clark (2006) statistic of the results. Positive numbers show that the forecasts are significantly better than the Random Walk forecasts at a 5% tolerance.

<table>
<thead>
<tr>
<th>Maturity</th>
<th>RW</th>
<th>PCA AR</th>
<th>PC DAR</th>
<th>DPC AR</th>
<th>DFA PC</th>
<th>REG NS</th>
<th>AR NS</th>
<th>DAR NS</th>
<th>REG NS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 months</td>
<td>-0.5050</td>
<td>-0.7874</td>
<td>-0.8558</td>
<td>0.1641</td>
<td>0.4009</td>
<td>-0.8217</td>
<td>-0.6589</td>
<td>0.3822</td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>-0.4878</td>
<td>-0.8188</td>
<td>-0.8641</td>
<td>0.1588</td>
<td>0.3803</td>
<td>-0.4771</td>
<td>-0.5666</td>
<td>0.3445</td>
<td></td>
</tr>
<tr>
<td>6 months</td>
<td>-0.5633</td>
<td>-0.8451</td>
<td>-0.9474</td>
<td>0.1023</td>
<td>0.2512</td>
<td>-1.0797</td>
<td>-0.3332</td>
<td>0.2090</td>
<td></td>
</tr>
<tr>
<td>12 months</td>
<td>0.3909</td>
<td>-0.8950</td>
<td>-0.7359</td>
<td>-0.2181</td>
<td>-0.0639</td>
<td>-1.6907</td>
<td>-0.2852</td>
<td>-0.1216</td>
<td></td>
</tr>
<tr>
<td>24 months</td>
<td>0.2757</td>
<td>-0.7507</td>
<td>-0.6485</td>
<td>-0.5221</td>
<td>-0.2180</td>
<td>-0.3346</td>
<td>-1.5225</td>
<td>-0.7603</td>
<td>0.3996</td>
</tr>
<tr>
<td>36 months</td>
<td>0.5456</td>
<td>-0.5877</td>
<td>-0.5541</td>
<td>-0.1877</td>
<td>-0.5116</td>
<td>-1.2156</td>
<td>-0.5902</td>
<td>-0.5804</td>
<td></td>
</tr>
<tr>
<td>48 months</td>
<td>0.3993</td>
<td>-0.4540</td>
<td>-0.4755</td>
<td>-0.1946</td>
<td>-0.6367</td>
<td>-0.9988</td>
<td>-0.5566</td>
<td>-0.3074</td>
<td></td>
</tr>
<tr>
<td>60 months</td>
<td>0.0987</td>
<td>-0.3605</td>
<td>-0.4119</td>
<td>-0.1008</td>
<td>-0.7567</td>
<td>-0.3755</td>
<td>-0.3579</td>
<td>-0.8299</td>
<td></td>
</tr>
<tr>
<td>72 months</td>
<td>0.2523</td>
<td>-0.3120</td>
<td>-0.3694</td>
<td>-0.0695</td>
<td>-0.8695</td>
<td>0.5957</td>
<td>-0.3250</td>
<td>-0.9432</td>
<td></td>
</tr>
<tr>
<td>84 months</td>
<td>0.1742</td>
<td>-0.2708</td>
<td>-0.2334</td>
<td>-0.0743</td>
<td>-0.9682</td>
<td>-0.4946</td>
<td>-0.2899</td>
<td>1.0431</td>
<td></td>
</tr>
<tr>
<td>96 months</td>
<td>0.3171</td>
<td>-0.2409</td>
<td>-0.3036</td>
<td>-0.0275</td>
<td>-1.0717</td>
<td>0.4342</td>
<td>0.2807</td>
<td>-1.1481</td>
<td></td>
</tr>
<tr>
<td>108 months</td>
<td>0.2112</td>
<td>-0.2196</td>
<td>-0.2778</td>
<td>-0.0016</td>
<td>-1.1667</td>
<td>0.4930</td>
<td>-0.2774</td>
<td>-1.2447</td>
<td></td>
</tr>
<tr>
<td>120 months</td>
<td>-0.0947</td>
<td>-0.2639</td>
<td>-0.2691</td>
<td>-0.0078</td>
<td>-1.2560</td>
<td>0.3665</td>
<td>-0.2825</td>
<td>-1.3356</td>
<td></td>
</tr>
<tr>
<td>144 months</td>
<td>-0.0049</td>
<td>-0.1673</td>
<td>-0.2087</td>
<td>0.0026</td>
<td>-1.6020</td>
<td>0.0189</td>
<td>-0.3487</td>
<td>1.6883</td>
<td></td>
</tr>
<tr>
<td>180 months</td>
<td>-0.0036</td>
<td>-0.1421</td>
<td>-0.1839</td>
<td>0.0027</td>
<td>-1.7713</td>
<td>0.0029</td>
<td>-0.3917</td>
<td>-1.8607</td>
<td></td>
</tr>
<tr>
<td>240 months</td>
<td>-0.0192</td>
<td>-0.1074</td>
<td>-0.1569</td>
<td>0.0032</td>
<td>-1.7971</td>
<td>-0.2084</td>
<td>-0.3824</td>
<td>-1.8867</td>
<td></td>
</tr>
</tbody>
</table>

### Table 14:  
**Upper Table:** Comparison of out-of-sample forecasts for all implemented methods for the U.S. Treasury curve.  
Forecast horizon of 12 months. In sample history from 02/01/1985 until 02/01/1987 and out of sample domain from 02/01/1987 until 02/12/2006.

**Lower Table:** West and Clark (2006) statistic of the results. Positive numbers show that the forecasts are significantly better than the Random Walk forecasts at a 5% tolerance.

<table>
<thead>
<tr>
<th>Maturity</th>
<th>RW</th>
<th>PCA AR</th>
<th>PC DAR</th>
<th>DPC AR</th>
<th>DFA PC</th>
<th>REG NS</th>
<th>AR NS</th>
<th>DAR NS</th>
<th>REG NS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 months</td>
<td>1.2948</td>
<td>0.6996</td>
<td>0.5200</td>
<td>0.4806</td>
<td>1.2144</td>
<td>0.4954</td>
<td>0.6395</td>
<td>0.6133</td>
<td>0.4858</td>
</tr>
<tr>
<td>3 months</td>
<td>1.2485</td>
<td>0.6673</td>
<td>0.5419</td>
<td>0.7175</td>
<td>1.1895</td>
<td>0.5562</td>
<td>0.4602</td>
<td>0.6115</td>
<td>0.6549</td>
</tr>
<tr>
<td>6 months</td>
<td>1.1922</td>
<td>0.6340</td>
<td>0.5457</td>
<td>0.5372</td>
<td>1.1339</td>
<td>0.8560</td>
<td>0.6816</td>
<td>0.5950</td>
<td>0.8529</td>
</tr>
<tr>
<td>12 months</td>
<td>1.1937</td>
<td>0.6640</td>
<td>0.5414</td>
<td>0.5401</td>
<td>1.0813</td>
<td>1.0317</td>
<td>0.6702</td>
<td>0.5727</td>
<td>1.0312</td>
</tr>
<tr>
<td>24 months</td>
<td>1.0941</td>
<td>0.5781</td>
<td>0.5353</td>
<td>0.5370</td>
<td>1.0360</td>
<td>1.1872</td>
<td>0.6542</td>
<td>0.5495</td>
<td>1.1851</td>
</tr>
<tr>
<td>36 months</td>
<td>1.0555</td>
<td>0.5559</td>
<td>0.5235</td>
<td>0.5309</td>
<td>0.9975</td>
<td>1.3189</td>
<td>0.6365</td>
<td>0.5273</td>
<td>1.3172</td>
</tr>
<tr>
<td>48 months</td>
<td>1.0230</td>
<td>0.5369</td>
<td>0.5137</td>
<td>0.5228</td>
<td>0.9853</td>
<td>1.4319</td>
<td>0.6185</td>
<td>0.5072</td>
<td>1.4305</td>
</tr>
<tr>
<td>60 months</td>
<td>0.9598</td>
<td>0.5208</td>
<td>0.5045</td>
<td>0.5170</td>
<td>0.9382</td>
<td>1.5290</td>
<td>0.6012</td>
<td>0.4900</td>
<td>1.5277</td>
</tr>
<tr>
<td>72 months</td>
<td>0.9726</td>
<td>0.5071</td>
<td>0.4965</td>
<td>0.5114</td>
<td>0.9151</td>
<td>1.6123</td>
<td>0.5853</td>
<td>0.4762</td>
<td>1.6113</td>
</tr>
<tr>
<td>84 months</td>
<td>0.9526</td>
<td>0.4954</td>
<td>0.4896</td>
<td>0.5074</td>
<td>0.8950</td>
<td>1.6839</td>
<td>0.5711</td>
<td>0.4656</td>
<td>1.6833</td>
</tr>
</tbody>
</table>
### Table 15:

<table>
<thead>
<tr>
<th>Maturity</th>
<th>PCA</th>
<th>AR</th>
<th>PC</th>
<th>DAR</th>
<th>DPC</th>
<th>AR</th>
<th>PC</th>
<th>AR</th>
<th>DF</th>
<th>PC</th>
<th>REG</th>
<th>NS</th>
<th>AR</th>
<th>NS</th>
<th>DAR</th>
<th>NS</th>
<th>REG</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 months</td>
<td>1.4993</td>
<td>1.1812</td>
<td>0.9284</td>
<td>0.9284</td>
<td>1.5425</td>
<td>0.9307</td>
<td>1.2036</td>
<td>0.9080</td>
<td>0.9401</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24 months</td>
<td>1.3660</td>
<td>1.0450</td>
<td>0.9041</td>
<td>1.3806</td>
<td>0.9750</td>
<td>1.0668</td>
<td>0.8589</td>
<td>0.9835</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36 months</td>
<td>1.2468</td>
<td>0.9167</td>
<td>0.8785</td>
<td>0.8629</td>
<td>1.2346</td>
<td>1.0857</td>
<td>0.9500</td>
<td>0.8174</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>48 months</td>
<td>1.1460</td>
<td>0.8108</td>
<td>0.7802</td>
<td>0.7802</td>
<td>1.0296</td>
<td>1.3644</td>
<td>0.7875</td>
<td>0.7462</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60 months</td>
<td>1.0626</td>
<td>0.7279</td>
<td>0.7002</td>
<td>0.7002</td>
<td>1.0296</td>
<td>1.3644</td>
<td>0.7875</td>
<td>0.7462</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>72 months</td>
<td>0.9940</td>
<td>0.6550</td>
<td>0.7465</td>
<td>0.9459</td>
<td>1.5013</td>
<td>0.7327</td>
<td>0.7163</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>84 months</td>
<td>0.9402</td>
<td>0.6186</td>
<td>0.7750</td>
<td>0.8174</td>
<td>1.0927</td>
<td>1.0504</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>96 months</td>
<td>0.8963</td>
<td>0.5847</td>
<td>0.8412</td>
<td>0.8412</td>
<td>1.1465</td>
<td>0.6589</td>
<td>0.6486</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>108 months</td>
<td>0.8610</td>
<td>0.5600</td>
<td>0.6635</td>
<td>0.6756</td>
<td>0.8045</td>
<td>1.8442</td>
<td>0.6294</td>
<td>0.6508</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>120 months</td>
<td>0.8322</td>
<td>0.5416</td>
<td>0.6635</td>
<td>0.6756</td>
<td>0.8045</td>
<td>1.8442</td>
<td>0.6294</td>
<td>0.6508</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 15:** Upper Table: Comparison of out-of-sample forecasts for all implemented methods for the U.S. Treasury curve. Forecast horizon of 12 months. In sample history from 02/01/1985 until 02/01/1988 and out of sample domain from 02/01/1988 until 03/05/2009. ROLLING TIME WINDOW. 3 factors are used for the PC models. The AR model is specified with 1 lag. Lower Table: West and Clark (2006) statistic of the results. Positive numbers show that the forecasts are significantly better than the Random Walk forecasts at a 5% tolerance.