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ABSTRACT

This study investigates the search patterns for predicting hotel bookings. Using Expedia’s search and purchase data, I identified the user’s booking window and which events have a higher effect on the booking likelihood.

The tourism industry has seen exponential growth over the last two decades, much due to global socio-economic changes, globalization and internet massification. Portugal is finally reaping its share of profit and continues winning “best destination” prizes year after year. It is now part of a very competitive ecosystem where distribution plays a determinant role in whether the touristic product survives or not. Big players like Expedia and Booking.com have taken control of a big chunk of the market’s revenue because they understood that the large amounts of data they have enabled predicting demand hence offering highly competitive deals.

Only by understanding the booking drivers one can negotiate better distribution deals and lower commissions through making better sales predictions and enhancing marketing and revenue strategies, hence the purpose of this study being to use data mining to find patterns in room bookings, enabling this industry to become an even more important source for the country’s GDP.

Through the analysis of consumer behavior and booking times and the use of time series analysis and machine learning, it is possible to find patterns that can be applied across not only Hospitality but other industries as well.

By looking for the connections and the relevance of each feature on the final predictions, a new window of opportunity will open for marketing and sales professionals.
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# LIST OF ABBREVIATIONS AND ACRONYMS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>API</td>
<td>Application Programming Interface</td>
</tr>
<tr>
<td>ARIMA</td>
<td>Autoregressive Integrated Moving Average</td>
</tr>
<tr>
<td>AHRESP</td>
<td>Associação da Hotelaria Restauração e Similares de Portugal</td>
</tr>
<tr>
<td>CPC</td>
<td>Cost per click</td>
</tr>
<tr>
<td>CMS</td>
<td>Content Management System</td>
</tr>
<tr>
<td>GDP</td>
<td>Gross Domestic Product</td>
</tr>
<tr>
<td>LSTM</td>
<td>Long short-term memory</td>
</tr>
<tr>
<td>MCC</td>
<td>Matthews Correlation Coefficient</td>
</tr>
<tr>
<td>OTA</td>
<td>Online travel agent</td>
</tr>
<tr>
<td>ROC AUC</td>
<td>Receiver Operating Characteristic Area Under the Curve</td>
</tr>
<tr>
<td>ROI</td>
<td>Return on investment</td>
</tr>
<tr>
<td>SETAR</td>
<td>Self-Exciting Threshold Autoregressive</td>
</tr>
<tr>
<td>XGBOOST</td>
<td>Extreme Gradient Boosting</td>
</tr>
<tr>
<td>ZMOT</td>
<td>Zero moment of truth</td>
</tr>
</tbody>
</table>
1. INTRODUCTION

Competition for room bookings has never been this fierce. From Hotels to destination management companies to OTAs, every company is eager to take its cut from the selling price (Kevin May, 2017).

This study aims to use popular machine learning models to predict likelihood to book and act accordingly to that probability.

Through fixed commissions, cost per acquisition or fixed fees, lodging and accommodation businesses are completely dependent on third party booking agents. Refusing from being part of the system would lead to complete isolation in a market that has been growing at a rate of 2,5% per year (INE, 2017) in terms of number of Hotels and where investors are confident in continuously stronger revenues, where tourism now represents 10% of the Portuguese GDP (Ferreira, 2017), currently the highest source.

Analysing the customer behaviour and predicting the booking window is essential to gain a competitive advantage in a market where advertising spent is reaching monstrous levels, with companies like Booking.com spending $3,5 billion in Pay per click last year (Kevin May, 2017).

XBoost proved to be the Model that performed best and provided the most accurate prediction power. The results suggest that by adding further relevant variables the model’s predictive power will increase. I was able of identifying the users that are most likely and least likely to book, creating different segments which can be very powerful to generate effective strategies, impacting the right users with the right nudges that lead to more bookings, hence more revenue.

With the identification of the exact periods and variables that lead to a booking, the advertising spent can be better allocated and revenue strategies can become more effective (Trefis Team, 2016).

1.1. BACKGROUND AND PROBLEM IDENTIFICATION

With the increasing importance of tourism both globally and especially for Portugal and its GDP, it is essential to take full advantage of the emerging opportunities.

The tourism and hospitality markets are widely diverse and complex mainly because they deal with the human need for emotions and experiences (Wu, Mattila, & Hanks, 2015). When looking for accommodation for either business or leisure, the individual is moved by a sense of urgency, a need for relaxation, a sudden rush for something new, just to name a few drivers. These drivers are what marketers are thriving to grasp, because doing so means that one reaches the revenue source first, hence avoiding or gaining commissions.

Events that lead to bookings range from mundane everyday events such as feeling tired after a long day and in need for an escape, or Sunday lunch with family leading to booking a trip. It can also be caused by extreme events, like the Eurocup’s final, Christmas or New Years’ Eve. Still, forecasting for extreme events is extremely difficult due to their lack of frequency, something that Uber is invested in solving (Laptev, Smyl, & Shanmugam, 2017).

Companies are using online marketing to reach the audience and captivate the users’ interest before others (Torres, Singh, & Robertson-Ring, 2015), yet the market is fierce and competitive. Knowing
when customers book is a chance to use Guerrilla marketing effectively, but it is extremely difficult and time consuming to place the right advert in front of the right consumer, at the right time (Hudson & Thal, 2013).

Considering that Booking.com is spending $3.5 billion in Cost Per Click (CPC), and is currently one of Google Adwords’ biggest client (Kevin May, 2017), most certainly it has been conducting these studies for quite a while. Nevertheless, it is not in their interest to share this knowledge, hence the reason for the identification of this problem as one that can be tackled independently in this study.

Multiple approaches have been explored by revenue managers, through the exploration of historical data and relating this with past and future events taking place in the locations of buyer and seller (Constantino, Fernandes, & Teixeira, 2016), yet it is not an exact science than rather it is a hunch.

This study will try to go a step further and pull the data that delivers true insights and value, in this case, customer behaviour. Customer behaviour analytics is what drove traditional marketing to the second plan and brought digital marketing into play. Contrary to traditional marketing, digital marketing’s core value is that everything can be measured thus enabling a much comprehensive view of the client and efficient strategies to generate value (Julie Cave, 2016).

Google and Facebook, for example, store gigantic amounts of data about every single individual (Bangwayo-Skeete & Skeete, 2015), this is their leverage for delivering the right advertising, to the right customer, at the right time, leading to conversions and advertisers reliance on their effectiveness due to the high ROI results.

It is now up to each company to detangle the information they possess (sales data) correlate it to city’s open data and find the patterns that can lead to competitive advantage (Patrick Whyte, 2017).

The following variables will be considered in this study:
- Sales data
- Consumer behaviour
- Economic situation (individual, local and global)
- Socio-economic events

Applying time series and machine learning to sales forecast enables finding the patterns that can be translated into booking windows (Bangwayo-Skeete & Skeete, 2015).

The relevance of this study and its main objectives will be further described in the following chapters.

1.2. STUDY RELEVANCE

The tourism industry will employ 10% of the population worldwide by the year 2027. In Portugal now, this industry represents almost 1 million jobs, numbers which are expected to grow to 1.034.000 jobs, representing 22,6% of the total employed population by 2027 (Joana Nunes Mateus, 2017).

Representing 17% of the Portuguese GDP and an industry where almost a quarter of the Portuguese population rely on, one can easily calculate that the commonly charged 10-25% commission on every
sales transaction through intermediaries such as Booking.com and Expedia for distribution, is revenue in a sense “lost” and that could be partially reacquired if proper data exploration was done.

It is therefore of great importance that independent studies start being developed regarding this subject, only through complete awareness of the sales drivers can one stay afloat and minimise the advertising and commissions’ expenditure and own back its power and strategy definition, without being at the mercy of third-party vendors

1.3. STUDY OBJECTIVES

The main question of this study is posed as: **Is it possible to predict the booking windows using search and booking data?**

The analysis is made on sales historical data and search trends. These will aim to answer the following specific objectives:

- Which trends can be found through the data provided by Expedia through Kaggle?

Data from the Kaggle competition concerning the time of booking and for which dates will be analysed to find patterns that will then be correlated with other variables.

- When is the best time to release marketing campaigns?

By crossing the booking times with specific variables/times of day/day of the week, it is possible to detect the booking specific drivers, that enable a good prediction of the right time to impact the user.

- Which data improves de model’s predictability performance?

Various data features will be analysed, the model’s accuracy will vary depending on which features are used and this will ultimately have an effect and lead to reaching the study’s objective. This will only be possible to test once various models are created, ran and analysed.

- Which correlations can be found to augment data’s value?

After collecting all the data necessary for this study, a correlation between the data features will be made to see if the event did influence the room bookings.

- Which model better fits the data?

Several models will be applied to the data to detect the model with the best predictive outcome.
2. LITERATURE REVIEW

There are several published research papers on the topic of forecasting tourism demand and trends, their techniques and approaches were studied and tested to enable this study.

This study’s objective is to evaluate the forecasting performance of artificial neural networks relative to different time series models using Expedia’s search and booking data from Kaggle’s 2013 competition (Kaggle, 2015).

The Tourism industry contributed US$7.6 trillion to the global economy, 10.2% of global GDP (Misrahi & Crotti, 2018). In Portugal the contribution of Tourism to the country’s GDP is of 7.1%, there is a clear opportunity for growth when compared with the global landscape (INE, 2017). Tourism is one of today’s fastest growing economic activities hence tourism demand forecasting becoming essential to monitor and predict tourism influx, revenue forecasting and budget allocation. The researchers Song and Lee found it crucial to improve the accuracy and performance of analysis methods by experimenting with new approaches (Chan, Witt, Lee, & Song, 2009).

It is not possible to stock the unfilled airline seats, unoccupied hotel rooms, or unused concert hall seats. Due to the perishable nature of the tourism industry, the need for accurate forecasts is crucial (Law & Au, 1999).

A relevant article for this study is Forecasting tourism demand to Catalonia: Neural networks vs. time series models (Claveria & Torra, 2014), in which time series and artificial neural network (NN) models are used to extract patterns and predictive results from Catalonia’s tourism demand. There has been an increased interest in more advanced predictive techniques for tourism demand. Which is tied with tourism becoming an increasingly stronger global industry. The use of Artificial Intelligence (AI) techniques for data analysis has been growing due to the need for more reliable and accurate forecasts of tourism demand that can deal with increasing complexity. This is mainly because AI models are better capable of dealing with nonlinear behavior, characteristic of travel data, in this case, bookings data. Still, when comparing the forecasting accuracy of the different models, Autoregressive Integrated Moving Average (ARIMA) outperformed Self-Exciting Threshold Autoregressive (SETAR) and ANN models, especially for shorter timespans. The original dataset pre-processing may be the reason for these results, where there was information loss when accounting for the presence of seasonality and eliminating outliers, which leads to a lower accuracy of neural network forecasts. Neural networks can be improved through structure optimization, adding layers and memory values, hence future research needs to consider whether the implementation of optimised neural networks and advances on dynamic networks do improve tourism demand forecasting.

In the past few years due to new and more advanced forecasting techniques, such as Neural networks and Gradient Boosting, and the need for more accurate metrics of tourism demand the interest in Artificial Intelligence (AI) and experimentation with those same techniques grew, mainly because of their capability of handling nonlinear behaviour (Pai, Hung, & Lin, 2014).

The increasing availability of technology at lower costs enables as well the ever-wider adoption and experimentation. Technology companies, e. g. Google, Facebook, Amazon and Uber are now providing open source software that enables developers and data scientists to further explore the capabilities of Artificial Intelligence (AI) and Machine Learning (ML), this leads to higher interest in creating better
predictive solutions (Mukherjee & Lakshmanan, 2017). With cloud computing, it is possible to have efficient energetic usage and ease in scaling and cost savings (Zhang, 2016). Upfront cost commitment is much lower now when compared to on-premises solutions.

When considering open data, one study analyzed Google’s Trends data and examined the usefulness of “hotels” “flights” and “destination country” search indicators and measured in what extent the search queries data improved the AR and the SARIMA methods predicting overnight tourist arrivals. The twelve month forecast results reveal that AR-MIDAS models gave superior predictions to AR and SARIMA time series models in terms of the Root Mean Squared Error (RMSE) and Mean Absolute Percent Error (MAPE) forecasting criteria.

Google query search data can be used to accurately project future tourist arrivals over a year’s horizon. This study contributed to the growing interest in forecasting using web traffic data making it relevant to other industries that can benefit from the analysis of web search volume histories to predict useful trends (Bangwayo-Skeete & Skeete, 2015).

In 2014 a study looked into Google’s Search Data and examined the usefulness of search indicators such as “hotels” and “flights” and tested its impact on the simple Autoregressive method (AR) and the Seasonal Autoregressive Integrated Moving Average (SARIMA) (Bangwayo-Skeete & Skeete, 2015).

The Tourism forecast combination using the CUSUM technique article (Chan et al., 2009) demonstrated that there is no single method that outperformed others in forecasting accuracy, it was the combination of methods that produced better results.

This lead to the increased interest in NN which performed better than time series methods, especially due to its capacity to deal with nonlinear relationship between predictors and predicted variables.

A 2014 study tested the accuracy of neural network ensemble prediction when compared with traditional machine learning methods and traditional mathematical statistics methods for studying China’s inbound tourism market in which neural network ensemble had clear better predictive capabilities (Bo & Shi-Ting, 2014).

The NNs capacity to emulate the human brain to identify patterns in historical data and learn from experience to capture functional relationships among data when the underlying process is unknown (Claveria, Monte, & Torra, 2015) also leads to its shortcomings of being of poor comprehensibility due its “black box model”, helpful for predicting results but lacking in comprehending the nature of the study in question due to not allowing interpretability of the outcomes and coefficients.

In 2015’s study “Common trends in international tourism demand: Are they useful to improve tourism predictions?” (Claveria et al., 2015) researchers modelled tourism demand incorporating the common trends in international tourist arrivals from all visitor markets to a specific destination and analyzed whether the approach allowed improving the forecasting performance of NN models. They used three NNs: the multi-layer perceptron network (MLP), the radial basis function network (RBF) and the Elman network.

In the study “Univariate versus multivariate time series forecasting: an application to international tourism demand” (du Preez & Witt, 2003) it was found that univariate time series models were not surpassed by multivariate time series models for more accurate forecasting.
Experimental results demonstrated that the forecasting efficiency of a neural network is superior to that of multiple regression, naive, moving average and exponential smoothing. This indicates the feasibility of applying a neural network model to practical international tourism demand forecasting (Law & Au, 1999).

Uber, a global car-hailing and mobility technology company based in San Francisco, United States conducted a study to create a model for forecasting extreme events. They used thousands of time series based on Long Short-Term Memory (LSTM) to train a multi-module neural network. They chose LSTM due to its capacity of modelling complex nonlinear feature interactions through working with large amounts of data across numerous dimensions and use of external variables and automatic feature extraction (Laptev et al., 2017).

AI can identify patterns or irregularities that would otherwise stay hidden. ML has the capacity of spotting opportunities that can make the difference. Its value is exponentially increased when combined with human analysis, that is when insight and vision enable data to take form and translate into actionable strategies.
3. METHODOLOGY

For this study I developed the following methodology and diagram, illustrated in figure 1. It delivers a forecasting method that will enable accurate predictions based on past and future events affecting room bookings. The methodology is composed of the following eight stages:

- Objectives
- Data sources
- Descriptive Analysis
- Feature Engineering
- Modelling
- Models Fine Tuning (Results and Revalidation)
- Results Analysis
- Automation advice

- Logistic Regression
- Random forest (tree based algorithm)
- XGBoost (extreme gradient boosting algorithm)
- Neural Networks

Figure 1 - Workflow diagram
3.1. **Problem Definition**

To conduct effective forecasting, one needs to ensure the problem definition has been fully explored and defined. The problem definition described in the previous section, 2.1, serves as a compass for the following steps and the successful evaluation of the methodology and the obtained results.

3.2. **Data Sources**

This section provides an overview of the data, the pre-processing and cleaning steps taken, as well as feature selection and engineering.

Data was retrieved from Kaggle’s Expedia competition (Kaggle, 2015). The data covers users’ search and booking data from 2013 and 2014, 620440 records. This includes both click and booking events.

The competition goal was to predict booking outcomes for a user event, based on their search patterns.

This data was selected due to the relevant features that enable the use of different models and proper prediction outcomes. The dataset contains features that provide general information about the user such as ID, users’ continent when booking and the destination of the booking. It also shows the users’ behaviour with check in and check out dates and time of booking. As well as if at the time of booking there was or not a promotion being displayed. The variables explanation can be found in Appendix 2, table 5.

3.3. **Data Sampling and Cleaning**

From the large set of data collected from Kaggle’s competition, only 8.4% were actual bookings, to overcome this issue I rebalanced the sample to increase the instances where there was a booking.

I removed the rows with missing values in origin-destination distance, which amounted to 36.8% of the data. After cleaning the missing values, I was left with 409602 rows of data, enough for this project. Missing values can complicate the analysis of the study. I chose to drop the data rows rather than impute values because it accounted to 36.8% of the data, which is a high percentage of values to impute and could in the future formulate wrong predictions (Kang, 2013).

3.4. **Software**

Dataiku version 4.1 was the software used in this study. It enables the use of Machine Learning in a clear manner. I was able to build and optimize the models in Python which allows for seamless future integrations through an API to external libraries.

Dataiku enables the creation, training and deployment of advanced custom Machine Learning Models through the use of Python or R. For this study I chose Python.

3.5. **Selecting and Fitting Models**

Different approaches were tested to be able to deal effectively with the different data types and dimensions. Flexibility and scalability are essential for this study and model development which is possible with the use of Dataiku.
In this study I trained the data with Logistic Regression, Random Forest, XGBoost and Neural Networks.

I chose these models due to their characteristics, as follows; Logistic Regression’s outcomes enable interpretation which was essential to determine which variables are most relevant for the purpose of this study. Random Forest is an easy to use model which is capable of dealing with multiple variables in an effective way. It is widely used due to its simplicity and the fact that it can be used for classification and regression tasks. Neural Networks are complex uninterpretable models that have gained traction in recent years due to their capacity with dealing with multiple variables and provide very accurate predictions with very large datasets. XGBoost is designed for speed and performance and outperforms various models in its predictive capabilities. It has been used in several Kaggle competitions producing great results and winning several competitions. XGBoost was engineered to have a more efficient computing time and use memory resources in an optimal way. In recent years, data scientists have used these models to successfully predict outcomes similar to those of this study (Sunil Ray, 2017). A more in-depth explanation of each model can be found in chapter 3.8.

The dataset was divided into 3 cohorts, 1, 2 and a cohort with all the features, each cohort has a varying number of features, refer to Table 2 in Results and Discussion. I wanted to find if adding more features in the training would impact the models’ results.

3.6. Validating results

Once the models were tested and results retrieved, these will need to be revalidated to ensure that the developed models are accurate and can be tested with new sets of data, continuously producing quality results. Seeing if the results can be generalized. I used the separate subset of the data set to validate if the model would overfit with the data I trained it with. Refer to Table 1 for the models’ hyperparameters.

<table>
<thead>
<tr>
<th>Search Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomize grid search</td>
<td>Shuffle the grid before doing the search</td>
</tr>
<tr>
<td>Max number of iterations</td>
<td>0 (no limit)</td>
</tr>
<tr>
<td>Max search time</td>
<td>0 (no limit)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cross-validation</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-validation strategy</td>
<td>K-Fold</td>
</tr>
<tr>
<td>Number of folds</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 1 - Hyperparameters

For this project the assessment metric was ROC AUC since I wanted to have predictions optimised for true positives versus false positives. It enables seeing how the model performs at categorising outcomes.

3.7. Feature engineering

Some features combined with others can provide insights into the data they aim to represent.

Time of search and time of booking were parsed in order to provide a clearer understanding of search and booking times.
Date_time data was parsed and the date components were extracted into Year, Month, Day, Day of Week and Hour. In order to see if there is a trend in month or day of the week.

The same process was done for srch_ci and srch_co, check-in and check-out dates. I computed the time difference between date_time and check-in and the difference between check-in and check-out dates. Binned the search Months into Quarters and conducted the same process for the check-in and check-out months.

Also, binned the search hour in 4 bins with 6 hours each. Midnight to 6 am, 6 am to 12 pm, 12 pm to 6 pm and 6 pm to midnight.

The target search month was extracted from the search date and the from booking window. This feature can produce insights on how certain properties might be more desirable than others in certain months. This would enable confirming if a property in for example, Continent 3, would be more searched for in January for stays in September, enabling then better predictions.

3.8. Models

The models used in Dataiku were; Random Forest, Logistic Regression, XGBoost and Artificial Neural Network.

Starting with the Logistic Regression, it is a classification algorithm that uses a linear model which computes the target feature as a linear combination of input feature. It is prone to overfitting and sensitive to errors in the input dataset. Still, the use of a simple linear algorithm can be helpful in exploring the data and reaching insights regarding the data’s underlying structure.

In addition to this linear model I selected 3 non-linear models to better capture the complexity of the data, which were:

Random Forest, composed of many decision trees. Where each tree predicts an outcome, affecting the final answer of the forest. It is an ensemble learning method for classification, regression and other tasks. By using Random Forest I avoided the overfitting of decision trees, which is possible by having a random element that enables that all trees in the forest are not identical. It lacks explainability but generally provides good results. It can deal with the multivariate data and by averaging across the booking probabilities, should help prevent over-fitting by individual trees (Niklas Donges, 2018).

XGBoost (eXtreme Gradient Boosting method), an advanced gradient tree boosting algorithm, which uses parallel processing, regularization (that helps prevent overfitting) and early stopping, makes it a fast, scalable and accurate algorithm. Being an ensemble learning method it combines the predictive power of multiple learners. The result is a single model which gives the aggregated output from several models. The models forming the ensemble can be either from the same or different learning algorithms. Still, they have been mostly used with decision trees. All the additive learners in boosting are modelled after the residual errors at each step. The boosting learners make use of the patterns in residual errors. At the stage where maximum accuracy is reached by boosting, the residuals are randomly distributed without any pattern (Ramya Bhaskar Sundaram, 2018).

It has been used in real-world production pipelines for ad click-through rate prediction and provided state-of-the-art results with various other problems such as store sales prediction; customer behaviour prediction and web text classification (Chen & Guestrin, n.d.).
Artificial Neural Networks are inspired by the functioning of neurons, consistent of several hidden layers of neurons which receive inputs and transmit these into the following layer. It can deal with non-linearity allowing for complex decision functions. It lacks interpretability of features importance for the model’s predictive outcome.

Estimating feature importance and model interpretability in general is an area where Haldar et al., took a step back with the move to NNs. Estimating feature importance is crucial in prioritizing engineering effort and guiding model iterations. The strength of NNs is in figuring out nonlinear interactions between the features. It is also the weakness when it comes to understanding what role a particular feature is playing as nonlinear interactions make it very difficult to study any feature in isolation (Haldar et al., n.d.).

The target variable was if users conducted a booking or not.

All features were inputted in the model except date_time, user_id, srch_ci and srch_co, since these have direct correlation with the engineered features created which ultimately provide higher prediction value and avoid overfitting.

I optimized the models for ROC AUC, which shows me the performance of the models and the true positives against the false positives rate.

The Dataiku flow shown in Figure 2 illustrates the steps taken in the data analysis and modelling steps of the study. The data was imported, cleaned and then divided into test and training. The training set was trained with the various variable cohorts and different models.

Finally the results were divided in two to ensure that there was no overfitting in the data.

Figure 2 - Dataiku workflow
4. RESULTS AND DISCUSSION

4.1. DESCRIPTIVE ANALYSIS

By considering the Booking windows between continents, there are clear differences between continents. Considering continents 4 and 1, the booking window has significant variance throughout the year, but a much softer variance for continents 0, 2 and 3.

For continent 4, week 3 has the highest average booking window with 108 days. And the lowest booking window for week 26 with bookings being made 82 days in advance. Refer to appendix 1, figure 3.

These results can provide highly valuable actionable insights to any company advertising for Hospitality or Hospitality related products and services.

The average search window widely varies when considering the bookings that include a package or not. When including a package the average booking window is of 75,8 days against 44,6 days without a package. Refer to appendix 1, figure 4.

There is not much difference in the search window when the booking includes a weekend or not, ranging from 50 to 54 days in both scenarios. Appendix 1, figure 5.

When booking with children the booking window drastically changes the more children you have, there is a clear pattern within the data. If booking without children the average booking window is of 50,66 days, while when the booking includes a child the average goes up to 54,87 and going up to 65,43 days when the booking includes 3 children.

Still, these numbers may not have statistical evidence due to the scarce number of bookings with more children. 78,5% of bookings are made with 0 children, 11% with one child, 8,6% with 2 and I could see a steep decline in bookings with 3 children, representing only 1,4% of the total booking in the data set. Refer to appendix 1, figure 6 and 7.

Most bookings are made for continent 2, with 63,9% of bookings. I assume therefore that continent 2 is likely to be North America, due to the population volume and high numbers of internal travel. Appendix 1, figure 8.

These numbers also reflect the higher market penetration in for continent 2 rather than the remaining continents.

4.2. PREDICTIVE ANALYSIS

I ran three different feature cohorts through the models, adding more features to every cohort, it proved to be that the cohort with all the features had the best performance.
What I found is that some models are consistently better than others in predicting likelihood to book. XGBoost continuously outperforms the other models. Also, the more variables I added the more accurate predictions the models would be able to achieve. All results can be found in appendix 2 table 6.

Please refer to Table 3 for the algorithm’s details.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Cohort 1</th>
<th>Cohort 2</th>
<th>All Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Month</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Day of Week</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>user_location_country</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>orig_destination_distance</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Search (days before) srch_window</td>
<td></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Number Nights Stay</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Other features</strong></td>
<td></td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Best Performing Model</strong></td>
<td>XGBoost</td>
<td>XGBoost</td>
<td>XGBoost</td>
</tr>
<tr>
<td><strong>ROC AUC</strong></td>
<td>0.577</td>
<td>0.566</td>
<td>0.784</td>
</tr>
<tr>
<td><strong>Best Performing Model</strong></td>
<td>Logistic Regression</td>
<td>XGBoost</td>
<td>XGBoost</td>
</tr>
<tr>
<td><strong>Precision</strong></td>
<td>0.53</td>
<td>0.545</td>
<td>0.727</td>
</tr>
<tr>
<td><strong>Best Performing Model</strong></td>
<td>Random Forest</td>
<td>Logistic Regression</td>
<td>NN</td>
</tr>
<tr>
<td><strong>Recall</strong></td>
<td>1</td>
<td>0.929</td>
<td>0.937</td>
</tr>
</tbody>
</table>

Table 2 - Cohorts’ results
In terms of variables importance in predictive power, hotel cluster, hotel market, searched destination, if package or not, search duration and origin-destination distance proved to be the most relevant. Please refer to appendix 2, figure 9.

It was possible to identify and bin which users are most likely to book, medium and least likely to book. Refer to appendix 2 figure 10. This allows segmentation of new customers which can lead to different strategies for each segment, enabling more precise targeting and better campaigns and/or promotions performance.

As I show below the model was general enough to obtain good predictions, refer to Table 4. The ROC AUC was 0.7833.

<table>
<thead>
<tr>
<th>Date</th>
<th>AUC</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>Accuracy</th>
<th>MCC</th>
<th>HammingLoss</th>
<th>LogLoss</th>
<th>Lift</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018-11-03</td>
<td>0.7833</td>
<td>0.583</td>
<td>0.6669</td>
<td>0.5967</td>
<td>0.8125</td>
<td>0.1875</td>
<td>0.5658</td>
<td>1.9561</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 - Algorithm details

Table 4 - Quality metrics
4.3. Prescriptive Analysis

A next step would be to implement an automation workflow using integrations between Dataiku, the existing database and the Content Management System (CMS) as illustrated in Appendix 3, figure 11.

These integrations are possible through Zapier, a web-based service that enables seamless automation workflows between different applications, it can be described as a translator between web APIs.

It is possible to apply the model developed with past data and feed it with new data to predict the likelihood of a customer booking.

This ultimately leads to real-time website updates showing the targeted promotions or information that lead the consumer to buy. And ultimately better marketing strategies.
5. CONCLUSIONS

This project has outlined the process of building a model to predict hotel bookings. The analyzed data included search patterns and bookings from Expedia’s data set during the period 2013-2014.

I found that we can predict when someone would book or not, based on search patterns and that variables such as the number of children, or the location where the booking is being made have an impact on the booking window.

I was capable of identifying the users that are most likely and least likely to book, creating three different segments which are very powerful to generate effective strategies to impact the right users with the right nudges that will lead to more bookings, hence more revenue.

This ultimately allows marketers and hospitality professionals or of any activity related to hospitality to stir their marketing efforts in more effective ways, creating the right promotions or marketing ‘nudges’ at the most relevant time in the search and booking funnel.

Feature selecting proved to be extremely important for reaching good results, as including a full set of features can create too much noise and make it difficult to find underlying patterns that will make the model better. This was not the case for this project, where including the whole set of variables produced the best model outcomes.

XGBoost proved to be the most effective Predictive Model, with the highest ROC AUC. Hence the model most suited for this analysis and training of future feature cohorts for search and booking data.

The objectives of this study were different from the objectives established within the Kaggle competition for this dataset. This study’s target was to predict the likelihood of booking, whilst the competition was created to determine the likelihood of a user staying at 1 of the 100 hotel groups.

This dataset was selected due to having the relevant attributes for this study’s purpose. Kaggles’ winning models are very specific and tailored for the competition and when presented with other sets of data do not perform as well.

Hotels and Hospitality professionals from multiple industries have complete access to this data, the computational power available today and the various free tooling and data sets available provide all the necessary instruments to conduct meaningful analysis that can push hospitality related companies to the forefront. It all comes down to proper time allocation and one’s willingness to test and play with the available resources.
6. LIMITATIONS AND RECOMMENDATIONS FOR FUTURE WORKS

Future works could consider combining external variables and extreme events and crossing these with the data at hand, finding correlations with these, that will lead to better predictive power.

Automation of the model’s predictive outcomes should also be considered and further explained in a future project. Allowing for data-oriented marketing strategies that can surely outperform traditional marketing efforts.

Because data was anonymised, I could not see the actual continents and countries where the bookings were taking place. The prices were also unavailable. Meaning that the data had predictive power but lacked interpretability that would enable acting upon the results.

In future works, a more complete data set, with concrete values would enable much better predictions and actionable outcomes. Being able to see the effect of price in booking patterns and how small variations in price can influence the predictive power of the models.

It is also reasonable to consider that weather conditions and a location’s economic/political and/or environmental stability play an important role in determining propensity to book a certain property on a certain location, leading to change in tourism demand. These are factors that dynamically change in a continuous way, hence a major challenge would be providing an acceptable measurement for these factors in order to include them in future predictive modelling.

Future studies should also consider implementing psychographics traits and personas to provide better promotions to the consumers most likely to buy. Offering different products and different packages depending on the users’ level of extraversion or consciousness, two traits that proved to be accurate predictors of users propensity to buy certain products (Rauschnabel, Brem, & Ivens, 2015).

Using recommender systems can also be highly valuable to accurately predict users’ purchasing behaviour, hence should be included in future prediction studies.
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8. APPENDIX

8.1. APPENDIX 1 – DESCRIPTIVE ANALYSIS

Figure 3 - Search window per week per continent

Figure 4 - Search window when booking with package or without package
Figure 5 - Search window if booking includes weekend or does not include weekend

Figure 6 - Search window when booking with children
Figure 7 - Number of bookings including children

Figure 8 - Number of bookings per continent
### 8.2. APPENDIX 2 – PREDICTIVE ANALYSIS

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Data Type</th>
<th>Description</th>
<th>Missing Values %</th>
</tr>
</thead>
<tbody>
<tr>
<td>date_time</td>
<td>string</td>
<td>Timestamp</td>
<td></td>
</tr>
<tr>
<td>site_name</td>
<td>int</td>
<td>ID of the Expedia point of sale (i.e. Expedia.com, Expedia.co.uk, Expedia.co.jp, ...)</td>
<td></td>
</tr>
<tr>
<td>poca_continent</td>
<td>int</td>
<td>ID of continent associated with site_name</td>
<td></td>
</tr>
<tr>
<td>user_location_country</td>
<td>int</td>
<td>The ID of the country the customer is located</td>
<td></td>
</tr>
<tr>
<td>user_location_city</td>
<td>int</td>
<td>The ID of the city the customer is located</td>
<td></td>
</tr>
<tr>
<td>orig_destination_distance</td>
<td>double</td>
<td>Physical distance between a hotel and a customer at the time of search. A null means the distance could not be calculated.</td>
<td>37.20%</td>
</tr>
<tr>
<td>user_id</td>
<td>int</td>
<td>ID of user</td>
<td></td>
</tr>
<tr>
<td>is_mobile</td>
<td>tinyint</td>
<td>1 when a user connected from a mobile device, 0 otherwise</td>
<td></td>
</tr>
<tr>
<td>is_package</td>
<td>int</td>
<td>1 if the click/booking was generated as a part of a package (i.e. combined with a flight), 0 otherwise</td>
<td></td>
</tr>
<tr>
<td>channel</td>
<td>int</td>
<td>ID of a marketing channel</td>
<td></td>
</tr>
<tr>
<td>srch_ci</td>
<td>string</td>
<td>Check-in date</td>
<td>0.10%</td>
</tr>
<tr>
<td>srch_co</td>
<td>string</td>
<td>Checkout date</td>
<td>0.10%</td>
</tr>
<tr>
<td>srch_adults_cnt</td>
<td>int</td>
<td>The number of adults specified in the hotel room</td>
<td></td>
</tr>
<tr>
<td>srch_children_cnt</td>
<td>int</td>
<td>The number of extra occupancy children specified in the hotel room</td>
<td></td>
</tr>
<tr>
<td>srch_rm_cnt</td>
<td>int</td>
<td>The number of hotel rooms specified in the search</td>
<td></td>
</tr>
<tr>
<td>srch_destination_id</td>
<td>int</td>
<td>ID of the destination where the hotel search was performed</td>
<td></td>
</tr>
<tr>
<td>srch_destination_type_id</td>
<td>int</td>
<td>Type of destination</td>
<td></td>
</tr>
<tr>
<td>hotel_continent</td>
<td>int</td>
<td>Hotel continent</td>
<td></td>
</tr>
<tr>
<td>hotel_country</td>
<td>int</td>
<td>Hotel country</td>
<td></td>
</tr>
<tr>
<td>hotel_market</td>
<td>int</td>
<td>Hotel market</td>
<td></td>
</tr>
<tr>
<td>is_booking</td>
<td>tinyint</td>
<td>1 if a booking, 0 if a click</td>
<td></td>
</tr>
<tr>
<td>clit</td>
<td>bigint</td>
<td>Number of similar events in the context of the same user session</td>
<td></td>
</tr>
<tr>
<td>hotel_cluster</td>
<td>int</td>
<td>ID of a hotel cluster</td>
<td></td>
</tr>
</tbody>
</table>

Table 5 - Variables Explanation

<table>
<thead>
<tr>
<th>Name</th>
<th>Trained</th>
<th>Train time</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
<th>Cost Matrix Gain</th>
<th>Log Loss</th>
<th>ROC AUC</th>
<th>Lift</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensemble</td>
<td>2018-11-23</td>
<td>17:50:05</td>
<td>0.66</td>
<td>0.6</td>
<td>0.94</td>
<td>0.73</td>
<td>0.37</td>
<td>0.57</td>
<td>0.75</td>
<td>1.41</td>
</tr>
<tr>
<td>Artificial Neural Network</td>
<td>2018-11-23</td>
<td>16:32:46</td>
<td>0.69</td>
<td>0.61</td>
<td>0.94</td>
<td>0.73</td>
<td>0.37</td>
<td>0.57</td>
<td>0.75</td>
<td>1.43</td>
</tr>
<tr>
<td>XGBoost (Model 3 Full)</td>
<td>2018-11-23</td>
<td>16:33:19</td>
<td>0.69</td>
<td>0.66</td>
<td>0.94</td>
<td>0.73</td>
<td>0.37</td>
<td>0.57</td>
<td>0.75</td>
<td>1.43</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>2018-11-23</td>
<td>16:26:59</td>
<td>0.69</td>
<td>0.66</td>
<td>0.94</td>
<td>0.73</td>
<td>0.37</td>
<td>0.57</td>
<td>0.75</td>
<td>1.43</td>
</tr>
<tr>
<td>Random forest (Model 3 Full)</td>
<td>2018-11-23</td>
<td>15:04:35</td>
<td>0.58</td>
<td>0.54</td>
<td>0.93</td>
<td>0.68</td>
<td>0.34</td>
<td>0.65</td>
<td>0.57</td>
<td>1.13</td>
</tr>
<tr>
<td>XGBoost (Model 2)</td>
<td></td>
<td>15:05:03</td>
<td>0.65</td>
<td>0.54</td>
<td>0.93</td>
<td>0.68</td>
<td>0.34</td>
<td>0.65</td>
<td>0.57</td>
<td>1.13</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td></td>
<td>15:02:39</td>
<td>0.58</td>
<td>0.54</td>
<td>0.93</td>
<td>0.68</td>
<td>0.34</td>
<td>0.65</td>
<td>0.57</td>
<td>1.13</td>
</tr>
<tr>
<td>Random forest (Model 2)</td>
<td></td>
<td>13:33:52</td>
<td>0.54</td>
<td>0.53</td>
<td>0.68</td>
<td>0.59</td>
<td>0.25</td>
<td>0.65</td>
<td>0.57</td>
<td>1.13</td>
</tr>
<tr>
<td>Random forest (Model 1)</td>
<td></td>
<td>12:33:24</td>
<td>0.50</td>
<td>0.54</td>
<td>0.68</td>
<td>0.59</td>
<td>0.25</td>
<td>0.65</td>
<td>0.57</td>
<td>1.13</td>
</tr>
<tr>
<td>XGBoost (Model 1)</td>
<td></td>
<td>12:32:16</td>
<td>0.50</td>
<td>0.54</td>
<td>0.68</td>
<td>0.59</td>
<td>0.25</td>
<td>0.65</td>
<td>0.57</td>
<td>1.13</td>
</tr>
</tbody>
</table>

Table 6 - Models' results
**Figure 9 - Variables importance**

**booking_likelihood** - (3 distinct)

**Figure 10 - Booking likelihood**
Figure 11 - Automation workflow