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Abstract
As the manufacturing industry is moving towards the fourth industrial revolution, there is an increasing need for smart
maintenance systems that could provide manufacturers with a competitive advantage by predicting failures. Despite various
efforts by researchers, there are still challenges for these systems to work reliably in the industry such as lack of adaptability,
resilience, reaction to disturbances, and future-proofing. Bio-inspired frameworks like artificial immune systems provide an
alternative approach to satisfying these challenges. But existing immune-based frameworks focus only on adaptive immunity
characteristics and ignore innate immunity which is important for quick detection and faster response. There is a need for
a holistic view of the immune system in developing an adaptive & resilient maintenance framework. This paper presents a
holistic view of the human immune system with a focus on the intelligence & response mechanism of both innate & adaptive
immunity. Inspired by this holistic view and considering the emerging computer technologies — Internet of Things, Edge &
Cloud Computing, Multi-Agent System, Ontology, Big Data, Digital Twin, Machine Learning, and Augmented Reality —
we present a smart maintenance framework. The proposed framework is used for tool condition monitoring to demonstrate
its implementation.

Keywords Bio-inspired framework · Smart maintenance · Artificial immune system · Tool wear monitoring · Predictive
maintenance · Machine Learning

1 Introduction

The emerging trends in computer science especially in tech-
nologies related to sensing, storing, computing, data analysis,
and visualization, have paved theway for the fourth industrial
revolution. The impact of this revolution in manufacturing
along with the trend for highly automatized and customized
production has drawn interest towards developing smarter
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maintenance systems. A system that could predict failures
and proactively plan maintenance activities will provide
manufacturers an advantageous edge in the market as main-
tenance activities account for 15% of the total cost of an
organization [1].

Apredictivemaintenance systemcould reduce50%down-
time, 40% of maintenance costs, and 3–5% of capital
investment [2]. These estimates have encouraged manufac-
turers to invest in developing a smarter maintenance system
(estimated market size of $23 billion in 2026 [3]). An intelli-
gent maintenance system does three activities—monitoring,
diagnosis, and predict remaining useful life (RUL) [4].

Emerging trends like Big Data, Internet of Things,
Machine Learning, Cloud Computing, and Digital Twin had
considerable research impact on maintenance activities (see
Table 1). Big Data frameworks focused on data mining based
on spatiotemporal properties [5] ormodels based onMachine
Learning and heuristic algorithms [6] have been developed
to predict machine failures. Some researchers focused on
developing deep learning modules considering the impulse
response of the machine by analysis the machine vibrations
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data [7]. The lack of breakdown data has encouraged the uti-
lization of Digital Twins, where virtual models are trained
using unsupervised deep learning and later transferred to the
real world using deep transfer learning [8]. Multi-domain
models — physical, simulation, and experimental — have
also been used for predicting machine conditions [9]. Other
works include predictive maintenance solutions based on
Multi-Agent Systems[10], Cloud Computing [11] and Inter-
net of Things [12]. Most of the research works mentioned
above validated their framework on machine wear mecha-
nism (tool wear or ball screw wear) [5–7, 9, 13]. Tool wear
monitoring accounts for 20% of the machine downtime [14]
and 3–12% of a machine’s processing cost [15]. Hence, an
effective toolwear predictionmethodology reduces the effect
of tool breakage &maximize usable life (30–50% of tool life
is wasted due to early tool replacement[15]).

Despite many research work being carried out for devel-
oping smart maintenance frameworks, few challenges still
exist. The developed framework lacks the required ability to
learn and adapt to complex systems. Resilience and Anti-
Fragility are new desirable characteristics of a maintenance
system and very few frameworks address these character-
istics. Also, these frameworks depend heavily on few of the
emerging computer technologies. There is a need for the inte-
gration of these technologies and a future-proof framework
which could be used for the technologies developed in the
future. There also exist some application and practical issues
like most of the research work on predictive maintenance
assumes that the data are already labeled and the model is
developed based on the labeled data. There exists a lack of
breakdown data for expensive and highly reliable equipment
and hence it is a time-consuming task to obtain these labeled
data.Most of the labelled data involve human experience, but
in an ever-complex manufacturing system, this dependency
could lead to in-accuracy and false prediction.

Bio-inspired approaches could aid in developing future-
proofmaintenance frameworks as these systems are based on
evolutionary mechanisms adapted and evolved over millions
of years and present near-perfect complex systems. Recently
researchers have focused on developing such frameworks
especially based on human immune systems. Existing work
has focused mainly the 3 main mechanisms of the immune
system: danger model [16, 17], negative selection [18–20]
and clonal selection [21, 22]. Although these frameworks
provide some solutions in developing an adaptive frame-
work they do not provide a holistic view of the immune
system—considering both innate & adaptive immunity. The
focus ismainly on the adaptive immunitywith very less focus
on innate immunity. Innate immunity is essential for quick
detection and response, which also helps in reducing the need
for triggering the more resource-expensive adaptive immu-
nity with specialized defense mechanisms. Hence, there is a
need to map the entire immune system and provide a more

holistic view which might give valuable insights in develop-
ing an adaptive and resilient maintenance framework.

This paper aims to present an immune-based smart main-
tenance framework based on a holistic view of the human
immune system — considering both innate & adaptive
immunity. The developed framework presents a solution in
integrating the existing computer technologies like Internet
of Things, Edge & Cloud Computing, Multi-Agent System,
Ontology, Big Data, Digital Twin, Machine learning (ML),
and Augmented Reality (AR). A subset of the developed
frameworks was then implemented for a tool wear mon-
itoring framework. Section2 presents the related work on
maintenance frameworks developed using emerging tech-
nologies and immune-based maintenance frameworks. The
proposed smart maintenance framework is presented in the
next section (Section 3). The implementation of the frame-
work for tool wear monitoring in presented in Section 4 and
concluding remarks in Section 5.

2 Related works

This section gives a brief overview of the related works on
maintenance frameworks with a focus on the emerging tech-
nologies and immune-based maintenance frameworks.

2.1 Smart maintenance frameworks

The advances in computer technologies have aided researchers
in developing smart maintenance frameworks. These smart
maintenance systems predict failures in advance and sup-
port in the maintenance decision-making. These could be
achieved through three different approaches—mathematical
model-based, simulation-based, and data-driven approaches.
These approaches are implemented using emerging technolo-
gies some of which are listed below,

1. IoT and Cloud: Sensors as Internet of Things (IoT) along
with data transfer and storage technologies like Cloud
technologies have aided in the transmission and process-
ing of real-time shop-floor data.

2. Machine Learning: Advances in mathematical and sta-
tistical models along with the use of ML algorithms have
aided in the accurate prediction of machine conditions
and maintenance requirements.

3. Big Data: The ability to collect, transmit, store, process
& visualize large amount of data from the shop-floor
has helped in effectively utilizing advanced Machine
Learning and data visualization techniques and accurate
maintenance decisions.

4. Multi-Agent System: The use of agents with the ability to
perform it’s tasks independently and also collaboratewith
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other agents in achieving collective tasks has helped in
developing a robust and decentralized maintenance sys-
tem

5. Digital Twin: Virtual representation of a physical world
has helped in developing simulated environments for test-
ing the system before failures and the ability to remotely
access the physical world.

6. Augmented Reality: The use of AR has aided the oper-
ators in understanding machine conditions in real time
and alsomaking necessary changeswith adaptive instruc-
tions.

Table 1 lists highly cited publications on smart mainte-
nance framework using emerging technologies in the last
half decade.

Limitations of existing frameworks: The emerging tech-
nologies have high potential in developing a smart mainte-
nance system in satisfying the new requirements like robust-
ness, adaptability, resilience, anti-fragility, and pro-activity
[53]. There exists a need for integrating these technologies
to fully utilize their combined benefits. Also, all the devel-
oped approaches depend on these current technologies and
are not based on a future-proof framework. There is also a
need for a future-proof framework which could easily adapt
to newly developed technologies and also satisfy new smart
maintenance requirements.

2.2 Immune system-based frameworks

An immune system-based maintenance framework is a con-
cept that applies the principles of the human immune system
to the maintenance and upkeep of manufacturing equipment
and processes on the shopfloor, by identifying and respond-
ing to anomalies, defects, and failures.

Human immune system The human immune system is one
of the largest, complex and wide spread organ systems found
throughout our body. A network comprising of 21 different
cells & 2 protein forces, 2 large organs (Thymus & spleen),
hundreds of tiny organs (lymph node), and a large transport
system (lymph vessel). Started evolving from around 3.5 bil-
lion years ago, the human immune system protects human
from attack by billions of bacteria, viruses & fungi and from
cancerous cells from within us every day [54].

Artificial immune system Inspired by the human immune
system, the artificial immune system is a wide area of
research in engineering for abstracting, designing, devel-
oping, and implementing models using techniques like
mathematical algorithms and computational modelling [55].
The fault diagnosis in sensory networks was one of the first
implementations of artificial immune systems in engineering

[56]. The field of study comes under the scope of complex
adaptive systemswith dynamic networks of interactions with
hard to predict the system behavior considering individual
components.

Immune system-based maintenance framework The
immune-based maintenance framework developed so far
considers some immune mechanisms in developing a pre-
dictive and adaptive system. 3 main mechanisms considered
are listed below,

1. Danger model: The healthy cells which were damaged
due to the intruders/infected cells send panic signals
which are attracted by the Dendritic cells and these cells
collect a sample of the intruders (antigen) for selecting
the appropriate T-cells.

2. Negative selection: T-cells are designed to identify the
difference between the body cells and infected/foreign
cells. This knowledge is crucial is preventing the immune
system from attacking healthy human cells.

3. Clonal selection: Once a specific B-cell is identified
by the T-cell, the B-cell starts producing a copy of
itself (cloning) and the cloned B-cells produce antibodies
which help in attacking the intruders.

Table 2 lists highly cited publications which uses the
immune system as the base for developing a fault diagnosis
and maintenance system. Very few papers tried to develop a
framework considering more than one immune mechanism.
Laurentys et al. [16] developed a decision support system
considering negative selection and danger model where the
immune response was triggered by alarms. The same author
in a later publication [57] presented a zero-sum balance
mechanism for identifying harmful activities by considering
natural killer cell activation & education. Araujo et al. [58]
showed a framework for a “self” and “non-self” dynamic
pattern recognition model inspired by negative and clonal
selection. Thumati et al. [59] developed an online approx-
imator for fault detection in axial piston pumps by using
negative selection and memory cell intelligence capabilities.
In a monitoring application outside of the shop floor, Chen
et al. [22] demonstrated an adaptive immune response pattern
recognition algorithm based on negative & clonal selection
for detecting structural damage patterns in steel bridge struc-
tures.

Limitations of existing frameworks Proposed frameworks
consider the interaction between 2 and 3 cells (immune
system consists of 21 different cells and 2 protein forces)
which doesn’t provide the full picture of the human immune
system. In fact, the immune system protects us by provid-

123

4701The International Journal of Advanced Manufacturing Technology (2024) 132:4699–4721



Table 1 Existing maintenance frameworks developed using emerging technologies

Reference Technology Framework/approach Application

Kumar et al.
(2018) [23]

Big data Novel linguistic interval-valued fuzzy reasoning
method to predict information for condition based
maintenance optimization

Gas turbine simulator

Cachada et al.
(2018) [24]

IoT, Cloud, AR,
Machine
Learning

Advanced & online analysis tool for earlier fault
detection and support maintenance intervention
with intelligent decision support

Metal stamping machine

Caggiano et al.
(2018) [25]

Cloud,
Machine
Learn-
ing

A cloud-based CPS with three layers - physical
resources, Local server & Cloud

CNC tool wear

Bouslah et al.
(2018) [26]

Simulation Integrated control policy for both quality &
maintenance optimization

Two machine production line

Sanchez et al.
(2018) [27]

Machine Learning Anomaly detection methodology with dynamic
feature selection & time-series modelling

Waste water treatment plant

Schmidt et al.
(2018) [28]

Cloud, Ontology A cloud manufacturing framework for dynamic
shop-floor where prognosis is provided as a service

Machine tool linear axis

Wu et al. (2018)
[29]

Mathematical
&/or Statistical
model

Real-time monitoring with interactive feature
extraction & model upating after detail inspection

Petro chemical plant

Xi et al. (2018)
[30]

Mathematical
&/or Statistical
model

4 level optimization method - physical, data
processing, decision-making & industrial
application

Crankshaft production line

Sezer et al.
(2018) [31]

IoT, Cloud A low-cost CPS data analytic solution for quality
measurement using statistical & graphical
techiques

CNC turning centre

Baidya et al.
(2018) [32]

Mathematical
&/or Statistical
model

Quality function deployment, analytic hierarchy
process & Benefit of doubt approach with two
house of quality

Gear manufacturing

Chen et al.
(2019) [33]

Machine Learning 3 stage fault diagnosis using CNN for feature
mapping followed by extreme learning machine

Gear box,
Motor
bearing

Ceruti et al.
(2019) [34]

AR, FEM FEM analysis, AR and additive manufacturing
integration for aeronautical maintenance

Aircaft slat
extension
bracket

Shi et al. (2019)
[35]

Machine Learning Two stages deep learning framework with feature
learning of parallel training model and
back-propagation processes of the feature fusion
model

CNC machine tool wear

Chen et al.
(2019) [36]

Mathematical
&/or Statistical
model

Hidden Markov model estimation using observed
data & estimation of unknown parameters
followed RUL prediction

LED degradation

Loubet et al.
(2019) [37]

IoT Smart mesh wireless sensor network (wirelessly
powered) with sensing & communicating nodes for
harsh environment

Structural health
monitoring

Luo et al. (2020)
[9]

Digital twin Hybrid approach (model, simulation & data based)
driven by digital twin for failure probability
density functions

CNC machine tool life

Yu et al. (2020)
[38]

Big data, IoT, Cloud Industrial IoT-based big data eco-system with PCA
model for fault detection

Turbine compressor

Chai et al. (2020)
[39]

Machine Learning Fine-grained adversarial network-based domain
adaptation for cross-domain problems

Bearing 3-phase
flow process
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Table 1 continued

Reference Technology Framework/approach Application

Yuan et al.
(2020) [40]

Machine Learning Hidden degradation feature extraction from
time-course data using deep learning (CNN)

10 manufacturing data sets

Jiao et al. (2020)
[41]

Machine Learning Feature extractor (for Source & target domain)
followed by double classifier for label prediction &
Domain discriminator

Motor & Gearbox

Su et al. (2021)
[42]

Multi-agent
system,
Machine
Learning

Agent critic algorithm with value decomposition &
reinforcement learning with reward function based
on system-level production loss

Serial line production

Xia et al. (2021)
[43]

Digtial twin,
Machine
Learning

Digital Twin model aid in simulating fault condition
data followed by transfer learning for fault
diagnosis

Triplex pump

Feng et al. (2021)
[44]

Machine Learning Task-Specific feature extractor (CNN) followed by
broad & flexible learning system combined by
bridge label-based design

Motor-bearing
pipeline defect

Faheem et al.
(2021) [45]

IoT, Big data Cross-layer data gathering for dynamically
switching (different frequency bands) of wireless
sensor network

Manufacturing
simulation tool

Ghaleb et al.
(2021) [46]

Mathematical
&/or Statistical
model

Hybrid genetic algorithm for both optimization of
condition based maintenance planning and
production scheduling

Classical flexible
job shop

Aivaliotis et al.
(2021) [47]

Digital twin Simulation model to enhance physic-based model in
determining robot life degradation curve

6-dof welding robot

Abidi et al.
(2022) [48]

Machine Learning Feature selection using Jaya algorithm and Sea Lion
optimization, SVM for prediction network
selection followed by RNN prediction

Aircraft engine,
Li-ion battery

Liu et al. (2022)
[49]

IoT, AR, Machine
Learning

4 stage architecure - Data based State monitoring,
CNN-LSTM based fault prediction, Deep
reinforcment learning based decision-making &
AR remote expert system

6 CNC
machine
work-
shop

Mourtzis et al.
(2022) [50]

Cloud, Digital twin 5G and edge computing based sensor gateway for
digital twin simulation

MATLAB-
simulated
refrigeration

Liu et al. (2022)
[51]

Cloud, Machine
Learning

Automatic design and the selection of
hyper-parameters by genetic algorithm for deep
transfer learning and edge computing for
degradation monitoring

Milling tool wear

Shao et al. (2022)
[52]

Machine Learning One dimension CNN with auto-encoders for reduced
noise followed by correlation alignment for
minimizing domain shift

Driver end bearing

Acronyms used IoT - Internet of Things, AR - Augmented Reality, CPS - Cyber-Physical System, CNN - Convolution Neural Networks, FEM -
Finite Element Analysis, PCA - Principal Component Analysis, SVM - Support Vector Machine, RNN - Recurrent Neural Network, LSTM - Long
Short-Term Memory

ing two types of immunity — Innate & adaptive. All the
proposed mechanisms in the literature focus on adaptive
immunity. Innate immunity is essential for quick detection
and response, which also helps in reducing the need for
triggering more resource-expensive adaptive immunity with
specialized defense mechanisms. Hence mapping the entire
immune system provides a more holistic view which might
give valuable insights in developing an adaptive and resilient
maintenance framework.

3 Immune system-basedmaintenance
framework

An immune system-based maintenance framework involves
designing a system that can detect and respond to anomalies
and potential failures in a proactive and adaptive manner,
drawing inspiration from the principles of the human immune
system.
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Table 2 Immune system-based maintenance framework

Reference Cells involved Immune mechanism Framework/approach Use case/application

Dai et al.
(2011) [21]

Antibodies Clonal selection
algorithm

Dynamic time wrapping algorithm
generated for known normal &
fault samples

Penicillin
fermentation
process

Laurentys
et al.
(2010)
[16]

Not specified Negative
selec-
tion &
Danger
model

Decision-making tool in dynamic
system support with immune
response triggered by
alarms/dangerous signals

DC motor fault
detection

Laurentys
et al.
(2010)
[60]

Dendritic* &
Helper T-cell

Danger model Immune Danger Model for
dynamic system fault detection

Actuator
controlled
water flow
boiler

Huang et al.
(2002) [61]

Antibodies Clonal selection
algorithm

Affinity calculation to measure the
combination intensity to prevent
process stagnation

Taiwan Power
System

Laurentys et al.
(2011) [57]

Natural killer cells Natural killer cell
activation &
Education

Zero sum balance mechanism in
identifying the difference
between normal and potential
harmful activities

Actuator
controlled
water flow
boiler

Bradley et al.
(2000) [18]

T-cells Negative selection Self/non-self recognition in
differentiating acceptable and
abnormal states and transitions

Simulation using
FPGA
development
board

Aydin et al.
(2012) [19]

Antibodies &
Memory cells

Negative selection Affinity between antibody and
antigen for fault classification by
assigning antibody set for each
class and applied to the model

Induction motor faults

Chilengue et al.
(2011) [62]

T-cells & B-cells Negative selection Dynamic detection of the
pathogens followed by
construction a characteristic
image of machines operating
condition

Stator and rotor
circuits of
induction
machines

Ghosh et al.
(2011) [20]

T-cells & B-cells Negative selection Normal state samples (self) used to
develop a description of the
non-self-space

Tank Reactor, Penicillin
Cultivation, Distillation
Column

Araujo et al.
(2003) [58]

T-cell & B-cell Negative selection &
Clonal selection

“Self” & “non-self” pattern
recognition model for dynamic
learning of product patterns

Gas lift oil well

Alizadeh et al.
(2017) [17]

Dendritic cell Danger model Detection as well as isolation of
sensor faults with a given dual
sensor redundancy

Wind Turbine

Thumati et al.
(2012) [59]

T-cell & B-cell,
memory cells

Negative
selection &
Memory
capability

Online approximator in
discrete-time (OLAD) in a fault
detection (FD) observer

Axial piston pump

Chen et al.
(2010) [22]

B-cells, T-cells,
Antibodies,
Dendritic cells

Negative
selection &
Clone selection

Adaptive immune response with
pattern recognition algorithm
tuned to a certain type of
structural damage pattern

Scaled steel
bridge structure

Abid et al. (2017)
[63]

Antibodies$ Negative selection Feature extraction & selection with
feature space transformation
followed by optimization
considering non-self feature
space

Motor-bearing
fault detection
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Table 2 continued

Reference Cells involved Immune mechanism Framework/approach Use case/application

Alizadeh et al.
(2016) [64]

T-cells Negative selection Negative selection algorithm
design for detection and isolation
of common occurring faults

Wind turbine

*presented in the work as Antigen Presenting Cell, $T-cells determines negative selection not antibodies

3.1 Immune system—holistic view

As mentioned in the previous section, the existing litera-
ture review does not consider a holistic view of the Immune
system. Understanding the human immune system in its
entirety will help in providing valuable insights in develop-
ing an immune-based maintenance framework. The human
immune system is the second most complex system in the
world after the human brain and hence, here a simplified
overview of the immune system is presented with a focus on
the key ideas required in developing the maintenance frame-
work. The entire immune system neutralizes three types of
disease cells — parasitic worms, pathogens, and infected
cells. The description below focuses only on the attack of
pathogens(See Fig. 1). A similar immune mechanism is uti-
lized in the attack of the other two types of disease cells. Each
cell has one main job and a maximum of 3sary duties (For
example, macrophage’s main job is to kill the pathogens and
secondary duties to communicate and activate other cells)
[54].

Innate and adaptive The human immune system moni-
tors and maintains our body in difference stages and has a
system of various cells for specific tasks. These cells protect
us by providing two types of immunity— Innate &Adaptive
immunity. The innate immunity exists when we are born and
have general-purpose cells to attack all pathogens. The adap-
tive immunity consists of specialized cellswhat have targeted
attacks on the specific pathogens and has a very high impact
on the pathogen they are designed for.

Innate immunity Innate immunity is the first line of
defense against pathogens and it is present from birth. It is a
non-specific response that does not differentiate between dif-
ferent types of pathogens. When the human body is attacked
by a pathogen, the pathogen double their numbers about
every 20min and starts damaging the body by changing the
environment around them [54]. The damaged cells signal
and activate the innate immunity. The innate immunity cells
— macrophages, Neutrophils and complements — try neu-
tralizing the attack cells by swallowing the intruder, trap its
inside membranes & break down by enzymes, and by releas-

Fig. 1 Innate and adaptive immune cells
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ing toxins. In most cases, the innate immunity is enough
for suffocating an attack. In an attack from a more stronger
pathogen, the dendritic cells are activated to collect samples
(antigens) from the pathogens and to move to the next stage
of the immunity [16].

Adaptive immunityAdaptive immunity, on the other hand,
is a more specialized and targeted response. It develops over
time in response to exposure to specific pathogens. The den-
dritic cell in the lymph node identifies the correct helper
T-cell for the task and activates it [65]. This initiates a chain
reaction as the helper T-cell duplicates thousands of times
— to support macrophages & activates a specific virgin B-
cell. The activated B-cell clones produce antibodies (little
proteins that bind the surface of pathogens) and saturate the
body from the attack of the pathogens [66]. SomeT&B-cells
are converted into memory cells for encountering an attack
in the future.

The main difference between innate and adaptive immu-
nity is that innate immunity is non-specific and present from
birth, while adaptive immunity is more specialized, takes
time to develop, and is tailored to attack specific pathogens.
Innate immunity provides immediate protection against a
wide range of pathogens, while adaptive immunity provides
long-termprotection andmemory against specific pathogens.

Intelligence and response The task of the immunity cells
(both innate and adaptive immunity) could be further divided
into intelligence tasks and response tasks (See Fig. 2).

Innate and adaptive intelligence Macrophages take care
of the innate intelligence task by first being attracted by
the panic signals (Cytokines) from the damage cells and
their detritus and initializes the innate immunity. They also
request the help of neutrophils and complement if needed
by releasing messenger proteins that communicate location
and urgency. They also request the Dendritic cells for extra
support from adaptive immunity.

The Dendritic cell with the collected antigen decides to
activate anti-virus/bacteria cells (here, an anti-bacteria attack
is required). Dendritic cells then search for a virgin helper
T cell that can bind the antigen which the dendritic cell has
on its membrane. The T-cell has the ability to identify the
difference between human cell& pathogen to avoid attacking
the human cell [67, 68]. The T-cell later identifies a similar
B-cell for the task.

Innate and adaptive response In innate response, the
macrophages (huge cells with around 21mm in diameter)
attack up to 100 intruders each by swallowing them whole,
trapping them inside a membrane, and breaking them down
by enzymes. They also cause inflammation (complement) by
ordering the blood vessels to release water into the infected
area. The complement stuns and kills the bacteria by ripping
holes in them. Neutrophils fight by releasing toxins (some
toxins even kill healthy body cells) which generate barriers
that trap and kill the bacteria. They are later destroyed to
prevent from causing damage to body cells.

Fig. 2 Intelligence and response tasks of immune cells
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As part of adaptive response, the T-cells provide support
to macrophages by providing chemical signals. The cloned
B-cells produce antibodies [69] (around 2000 antibodies/sec)
which saturate the battlefield by pinching and stunning the
bacteria, making them defenseless for the macrophages.

Libraries and memory support The adaptive immune
cells are specially designed to resist attack from all the dis-
eases that exist or might come into existence in the future.
These cells are designed, trained, and stored with the help of
theThymus, bonemarrow, and lymph nodes. This is achieved
by having an adaptive immune systemmixing gene segments
and being able to connect to every possible protein in the
universe [54]. As mentioned before, the memory cells also
provide support to the future attack by the same pathogens
[70].

3.2 Immune system and emerging technologies

In this section, we explain how the current emerging tech-
nologies are related and could be used in achieving the key
characteristics of the Immune system. Six key characteristics
have been identified, which can help us in developing a smart
maintenance system (Fig. 3).

1. Ignorant but collaborative: Each immune cell is assigned
to perform a main task and a set of secondary tasks. They
are quite ignorant about the objective of the entire system
and do not have a centralized system in controlling the
activities of individual cells. Theywork in a collaborative
way and perform the most important task of keeping us
safe. These characteristics could be achieved by consid-
ering their communication and system as a Multi-Agent
System with each agent performing its assigned task
but also collaborating with other agents in achieving its
global task.

2. Federated system: The entire immune system functions
in different locations of our body with a huge transport

network (lymph vessel) spread throughout the body. The
innate immune system performs its task at the damage
site as the adaptive immunity is developed at the lymph
nodes. This federated system could be achieved using
Edge, Fog, andCloudComputingwith decentralized con-
trol (See Table 3). The use of IoT devices could also help
in developing such a system.

3. Distributed intelligence: As mentioned in the previ-
ous section, the immune system consists of two types of
intelligence— innate and adaptive. This distributed intel-
ligence could be achieved by using technologies such as
Ontologies and Machine Learning. Table 3 provides the
various tasks and how to achieve them using Machine
Learning.

4. Extensive knowledge base: The adaptive immune sys-
tem has the knowledge base for resisting the attack from
all types of diseases that have existed, which exist now
or might exist in the future due to its ability to connect to
every possible protein in the universe. They also have the
memory of all the attacks and the defense mechanisms
used during its life span. To achieve such an extensive
knowledge base requires the use of Big Data techniques
for data injection, storage, processing, and retrieval.

5. Intelligent response system: As mentioned in the pre-
vious section, the immune system consists of two types
of response— innate and adaptive. This response system
could be achieved at various locations of themaintenance
system by utilizing Digital Twin for remote response and
AR for on-site response. For instance, In a tool condition
monitoring, the Digital Twin would help in adjusting the
CNC machine parameters and AR technology could aid
the maintenance personnel in tool replacement.

6. Complex system: The human immune system is the sec-
ond most complex system in the world after the human
brain. Despite the advances in the automation of com-
puter systems, human-centered AI techniques might be
required to deal with the existing complexity of a smart

Fig. 3 Immune system key characteristics and related emerging technologies
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Table 3 Innate and adaptive
intelligence using Machine
Learning and cloud technologies

Task Cells Innate/adaptive Body location Machine
Learning

Edge/cloud

Release &Attract
to cytokines

Macrophages Innate Damage site Classification Edge

Collect antigen Dendritic cell Innate Damage site Feature
extraction

Edge

Activate the spe-
cific virgin T-cell

Dendritic cell Adaptive Lymph nodes Clustering
algorithm
selection

Cloud

Identify between
body & bacteria
cell

Helper T-cell Adaptive Lymph nodes Labelling Cloud

Activate the spe-
cific virgin B-cell

Helper T-cell Adaptive Lymph nodes Classification
algorithm
selection

Cloud

maintenance system, especially in the region of decision-
making where humans might need to play the role of
certain decision-making agents with the help of AI tools.

3.3 Immune system-based smart maintenance
framework

With inspiration from the holistic view of the immune sys-
tem and the related computer technologies, we propose a
smart maintenance framework for a complex shop-floor. The
framework consists of 4 modules — physical asset, innate
maintenance, adaptive maintenance, and knowledge base.
Each module has different blocks for achieving its function-
ality.

3.3.1 Physical asset

The physical asset represents the machine, equipment, or
components in the need for maintenance (here after in
the paper, all types of physical assets are mentioned only
“machine”) and the network of sensors which tries to mon-
itor the machine and capture its real-time information for
maintenance.

Sensor network Sensor network is essential for moni-
toring the real-time status of the machine considered for
maintenance. A wide range of sensors could be selected
for monitoring a system. Some common sensors used are
forces, vibration, motor current, acoustic emission, temper-
ature, pressure, and sound. Multiple sensors could also be
used to improve the accuracy of the prediction. Some points
need to be considered during data acquisition:

• Sensor placement on the machine/critical components
(on machine spindle, work piece, work bed etc.).

• Sampling frequency might be influenced by various fac-
tors like limitations of the sensor, application, the type of

connection (wired or wireless), and how you are storing
it (local server or cloud).

• Noise reduction in the sensormight be required especially
high-frequency noise by filtering techniques (e.g., band
pass filter). Other filtering techniques might be imple-
mented during data acquisition, e.g., an anti-aliasing filter
for working with the frequency domain.

Data acquisition In the proposed framework the sensor
data could be transmitted using both the wired and wireless
format. The sensor data needs to be transmitted to both the
innate maintenance for real-time monitoring and response
and be stored in the knowledge base for later use to develop an
adaptivemodel. This transmission could bewired orwireless,
depending on the sampling frequency. For low sampling fre-
quency, wireless data transmission could be preferred which
reduces the complexity of the data transmission and sensor
placement.

Internet of Things and edge and cloud storage In the trans-
mission of data to the knowledge base, the sensors could act
like an Internet of Things device, which sends the data from
the edge to the cloud storage in the knowledge base. There
also needs to be some level of local edge storage to deal with
disturbance in the transmission and loss of data.

3.3.2 Innate maintenance

Innate maintenance provides real-time monitoring of the
machine and quick response for maintenance activities. It
is usually carried out at the vicinity of the machine.

Real-time monitoring The sensor data from the physical
asset is monitored in real-time with respect to an existing
model to understand the current condition of the machine.
The block consists on the data processing and analytics algo-
rithm developed by the adaptive maintenance. The machine
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condition is predicted and communicated to the context
awareness block for the required action.

Machine Learning, Edge, and Cloud computing A com-
monly used technique for data processing and analytics
considering the emerging technologies is the use of Machine
Learning techniques. The Machine Learning model devel-
oped by the adaptive maintenance is deployed for real-time
monitoring for predicting themachine’s condition. In deploy-
ing the model care should be taken in addressing the
constraints of online prediction. If the model is deployed
at the edge, high processing speed and power are required
for the edge device in dealing with complex models. A par-
allel data storage system (can be stored on cloud) is required
along with the online prediction as some data will be miss-
ing during model prediction and might be needed for future
processing. Data drift or concept drift should also be con-
sidered for long-term model deployment and the current
model could be updated for a more adaptive and resilient
model.

Innate response system It provides immediate response
to the maintenance need for the machine. Various response
systems could be implemented at the innate maintenance
system level after online prediction. Alarm signals at the
machine could inform the operator of the status of the
machine. A control system could be activated to vary the
machine parameters or stop a part/whole system.

Augmented reality In response to the alarm signal, the
operator could utilize the help of AR in carrying out the
maintenance activities. The adaptive response system had
communicated the set of instructions to be carried out for the
current situation and the operator with the help of AR devices
could perform the maintenance activities.

Context awareness It analysis the sensor signals and the
response to be carried out before real-time monitoring and
response. The context awareness system deals with twomain
aspects — Signal and response.

The sensor signals from the physical asset are initially
analyzed if the real-time monitoring system can handle this
type of sensor signals. This awareness helps identify if there
exists a concept/data drift in the sensor signal and the need
for an updated real-time monitoring block. The concept/data
drift could happen due to variations in the sensor signals with
respect to the historical sensor signals used in developing the
real-time monitoring system.

The context awareness block also analysis the response
from the real-time monitoring block to see if the response is
as expected. This analysis could be achieved by comparison
with existing knowledge about the machine. An important
parameter is to understand the Remaining Useful Life (RUL)
developed with a deeper understanding of the machine and
operator experience which is captured as expert knowledge.
Considering the time run by the machine the RUL could be
updated regularly.

The context awareness block triggers the adaptive mainte-
nance if detected an abnormal signal or response for further
analysis and if required, for an updated real-time monitoring
system.

Multi-agent system and ontology Ontologies can be used
for analyzing the incoming sensor signals and also for
capturing the expert knowledge and providing a reasoning
mechanism for adequate model response. Also, the blocks
within the innate and adaptive maintenance could be con-
sidered as individual agents with its individual tasks and
communication and collaborative with other block in order
to achieve the collective task.

3.3.3 Adaptive maintenance

Adaptive maintenance provides in-depth analysis of the
maintenance activities including the development of a real-
time monitoring algorithm, drift analysis, and a smart and
adaptive response system. It is usually carried out far away
from the physical asset.

Data processing and analytics algorithm development
Utilizing the historical and/or Virtual database, the task
of this block is to develop the data processing and ana-
lytics algorithm for real-time monitoring of the machine.
The development process includes various steps and is
application-specific, but the commonly used steps are men-
tioned below,

Data cleaningData cleaning might be required to remove
data while the machine is not functioning (ex. non-cutting
data) as theymight be classified as a separate class during data
processing and reduce the accuracy of the system. Another
issue includes handling themissing values by either replacing
the values with the previous one or removing the data.

Feature extraction Feature extraction is required to handle
large amounts of data and perform further analysis. This fea-
ture extraction could be performed using different techniques
as listed below,

• Time series analysis—Autoregressive (AR) process, AR
moving average process, time domain averaging

• Statistical parameters — Root Mean Square, max/min,
average, Standard Deviation, kurtosis

• Frequency domain — power spectrum, peak to peak
amplitude, main frequency

• Wavelet transform (WT)—continuousWT, discreteWT,
wavelet packet transform, multi-wavelet

Labelling Un-labelled data after feature extraction under-
goes a clustering stage where the data are grouped due
to its similarities. Things to be considered while carry-
ing out clustering include, Pre-processing (Feature scaling,
Feature transformation & redundancy reduction, Dimension
reduction, Image encoding), Choice of clustering techniques
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(Agglomerative, Birch, KMeans, Gaussian Mixture, Fuzzy
C-mean, etc.),AlgorithmParameter selection (no. of clusters,
threshold, initialization, max iteration, Verbosity, random
state) and Performance Evaluation (normalized mutual info
score based on a ground true value).

A typical maintenance assessment profile has 4 stages —
healthy, warning, replacement, and breakdown. The various
classes grouped by clustering are labelled for model gener-
ation. The label selection could be based on the evolution
classes (healthy, warning, replacement, and breakdown) or
failure state (less severe & severe).

Model building, evaluation, and deployment After data
preparation, a ML model is developed. Generally, classifica-
tion models are developed for data with label as evolution
classes or failure state. Some points to be remembered while
developing the classification model include, choosing the
classification techniques (Logistic Regression, Naive Bayes,
Support Vector, k-nearest neighbors, Decision Tree, Random
forest, Neural Network, etc.), AlgorithmParameter Selection
(weight, randomstate,max iteration, number of jobs),Check-
ing for Over-fitting/under-fitting (by increase the number
of training data set, removing redundant variables, regular-
ization, dataset balancing), Parameter control (number of
iterations, learning rate, etc.) and choosing the appropriate
performance Evaluation (Score, Confusion Matrix, Preci-
sion, andRecall). Themodel after evaluation is then deployed
to real-time monitoring block.

Drift analysis It analysis the signal for change in its dis-
tribution and provides the necessary actions to be taken. The
abnormal signal from the sensor network or abnormal real-
time monitoring model response triggers the drift analysis
where the system checks for concept drift or data drift. The
drift analysis identifies the reason for the abnormality and
decides the required action to be performed. The action could
be initialization for a new algorithm development and/or trig-
ger an adaptive response.

Human-centered AI Considering the complexity of the
maintenance system, A human-centered AI technique could
be used in dealing with drift analysis. The human could use
advance AI tools for data processing and visualization and
make decisions on the required course of action to deal with
the abnormality.

Adaptive response system It provides the necessary
response needed for maintenance considering the concept
or data drift. Triggered by the Drift analysis, the response
system develops techniques in dealing with the abnormal-
ity. The adaptive response system then communicates with
the required action to the innate response system and then
logs the response in the knowledge base for further reference
(when a similar abnormality arises in the future).

Digital Twin Advanced techniques like control systems,
SCADA, Digital Twin, etc. could be used in achieving the
required response. The Digital Twin could provide real-time

information of the system and also can be used to perform
the required changes to the system parameters.

3.3.4 Knowledge base

A smart maintenance system requires an extensive knowl-
edge base for the storage of the data, information, algorithms,
and libraries required for the adaptive maintenance. Such
an extensive knowledge base requires the use of Big Data
technology of data injection, storage (cloud), processing, and
retrieval. The various parts of this knowledge base include,

• Historical database: The sensor data for the physical asset
is required to be stored and retrieved. IoT devices could
be used for long-distance transmission of these sensor
data.

• Virtual database: The lack of data (especially failure data)
is a big challenge in developing an effective algorithm.
The use of simulation data (using Digital Twin) could be
used in solving these problems and the generated virtual
data needs to be stored. This database could also be reg-
ularly updated depending on the changes to the physical
environment.

• Machine Learning support libraries: The existing various
state-of-the-art Machine Learning support libraries are
stored and constantly updated for developing advance
algorithms.

• Developed algorithm & response log: The developed
algorithm and response by the adaptive maintenance are
also stored for future reference. The knowledge of the
developed algorithms and response will provide the abil-
ity to be resilient and anti-fragile to similar issues in the
future.

4 Tool wear monitoring use case

In the following section, some of the blocks of the proposed
framework are developed to demonstrate the development
of a tool wear condition monitoring system for a CNC
milling machine (Fig. 4). The use case demonstrates a partial
implementation of the framework using one of the computer
technologiesmentioned in the framework—MachineLearn-
ing. It is implemented using three experimental datasetsmade
available by the PHM2010DataChallenge (see [71] formore
details). The goal of this work is to demonstrate the appli-
cation of the proposed framework in the application of tool
wear monitoring and so, not to achieve the highest tool wear
classification accuracy. Hence, traditional Machine Learn-
ing algorithms are used to demonstrate the application of
the framework as they are widely used and can be readily
available in the knowledge base.
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Fig. 4 Immune based smart maintenance framework

4.1 Experiment details

The flat workpiece was machined line-by-line along the x-
axis with the tool retracted after each pass for a new one
(till the complete layer is machined). Then, flank wear at
individual flutes was measured. Table 4 gives the details of
the experimental setup including details of the sensors &
equipment used and relevant parameters for the experiment.
Figure5provides the informationof the sensor placement and
flank wear measurement. The CNC milling machine used is
the Röders Tech RFM760, a 3-axis high-speed machine. The
workpiece material is specified as flat stainless steel with a
hardness of HRC52. The employed tool is a 6mm3-flute cut-
ter ball nose WC cutter. The machining parameters include
a spindle speed of 23,600 rpm, cutting speed of 4.7 m/min,
axial depth of cut (Z-depth) of 0.2mm, radial depth of cut (Y-
depth) of 0.125 mm, cutting time of 15s/pass, pass length of

108mm, 252 passes per layer, and a total of 315 layers, result-
ing in a cutting distance of 27,216mm/layer. The sensor setup
comprises a LEICA MZ12 microscope for tool wear mea-
surement, Kistler 3-component platform dynamometer for
force sensors, threeKistler piezo accelerometers for vibration
sensors, and aKistler acoustic emission sensor. Themeasure-
ment parameters include a sampling rate of 50 kHz/channel,
seven signal channels (Fx , Fy , Fz , V ibx , V iby , V ibz , AE).

4.2 Tool wear monitoring framework

The tool wear monitoring framework for the presented
use case consists of 4 modules — Physical asset, innate
maintenance, adaptive maintenance, and knowledge base. A
complete tool wear monitoring framework will require all
blocks of the modules which was presented as an immune-
based smart maintenance framework (Fig. 4) but for this use
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Table 4 Experimental setup
Milling machine setup

CNC milling machine Röders Tech RFM760 (3-axis high speed)

Workpiece Flat stainless steel workpiece (HRC52)

Tool 6mm 3-flute cutter ball nose WC cutter

Machining parameters

Number of experiments 3

Spindle speed 23,600 rpm

cutting speed 4.7 m/min

Z-depth of cut (axial depth) 0.2 mm

Y-depth of cut (radial depth) 0.125 mm

Cutting time 15s/pass

Pass length 108mm

Number of passes/layer 252

Cutting distance 27,216mm/layer

Number of layers 315

Sensors and measurement equipment

Tool wear measurement LEICA MZ12 microscope

Force sensors Kistler 3-component platform dynamometer

Vibration sensors 3 Kistler piezo accelerometer

Acoustic emission sensor Kistler acoustic emission sensor

Measurement parameters

sampling rate 50 kHz/channel

Number of signal channel 7 (Fx ,Fy ,Fz ,V ibx ,V iby ,V ibz ,AE)

Data size 3.2 GB/experiment

case, we have a limited implementation with just selected
blocks. Figure6 presents the adapted framework.

Physical asset The physical asset consists of a 3-axis
CNC milling machine with motion control units that include
position sensors, rotary encoders, proximity switches, cur-
rent sensors, and pressure sensors. 3 types of add-on sensors

(not included with the CNC machine) for the current appli-
cation were placed for the current application. These include
a 3-axis dynamometer to measure the cutting forces, 3
accelerometers to measure the machine tool vibrations in
X, Y, and Z directions, and an acoustic emission (AE) sen-
sor to monitor the high-frequency stress wave generated by

Fig. 5 Experimental setup
(setup adapted from [72], the
tool wear image used was
captured during an experimental
campaign carried out at
University of Nottingham)
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Fig. 6 Tool wear monitoring framework adapted from the immune-based smart maintenance framework (the block faded in grey color are not
used/developed for this use case)

Fig. 7 Data processing and analytics algorithm development
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the cutting process. The accelerometer & acoustic emission
sensor were placed on the side of the workpiece and the
Dynamometer was mounted in between the workpiece and
the machining table. The best sensor network for this current
experiment could be decided considering the performance of
each sensor or a group of sensors with respect to the data
processing & analytic algorithm. (see Table 8). The add-on
sensor output is conditioned using charge amplifiers or cou-
plers. For example, cutting forces aremeasured in the form of
charges and then converted to voltages by the charge ampli-
fier.

The sensor data is stored in the historical database for
updating the data processing and analytics algorithm devel-
opment and sent to the innate maintenance for real-time tool
wear condition monitoring.

Knowledge base The sensor data sent from physical
assets is stored in the knowledge base along with the existing
set ofMachine learning algorithms andother support libraries
required to for data processing & analytics algorithm devel-
opment.

Adaptive maintenance The adaptive maintenance con-
sists of a series of processes for Machine Learning model
building and deployment. Figure7 presents the various stages
of the data processing and analytics algorithm development.
The current use case provides a special emphasis on the data
preparation stage as it considers the sensor data as un-labeled
data and hence a semi-automatic labeling technique is pre-
sented.

Data cleaning The noise is removed using a joint time-
frequency distribution algorithm followed by non-cutting
signals removal by eliminating datawith very low forces (less
than 5N). The effect of the elimination of the non-cutting sig-
nal is presented in Table 6.

Feature extraction Time series data for one layer (315 lay-
ers in total) consist of around 220,000measurements and one
feature to represent somanymeasurementsmight bemislead-
ing. Hence, one layer of time-series data was further divided
into blocks of 5000 measurements, and a single feature for
these smaller blocks was measured. Statistical parameters
(root mean square, peak value, and average) were selected
for feature extraction as many of the literature has selected
statistical parameters as reliable feature extraction methods
for tool wear prediction [4, 71]. The effect of various statis-
tical features is also examined (Table 7).

Clustering 7 input variables were used for clustering (see
Table 5). The pre-processing step includes feature scaling
using a min-max scaler. 4 clustering techniques — Agglom-
erative, Birch, KMeans, Gaussian Mixture — were used to
cluster the input variables into 3 clusters from the knowledge
base. The best clustering technique was then used for later
stages. The number of clusters was chosen to be 3 due to the
3 evolution classes involved during a tool life — break-in,
steady wear, severe wear (see Fig. 9).

Table 5 Clustering input variables and parameters

Input variable

Cutting force in the X-dimension Fx (N)

Cutting force in the Y-dimension Fy (N)

Cutting force in the Z-dimension Fz (N)

Vibration in the X-dimension V ibx (g)

Vibration in the Y-dimension V iby (g)

Vibration in the Z-dimension V ibz (g)

Acoustic emission AE (V)

Number of training set

Experiment-1 13847

Experiment-2 14065

Experiment-3 13812

Number of clusters 3

Labelling The first occurrence of the 3rd cluster was cho-
sen as the boundary representing the start of severe wear. All
the features before the start of the severe wear were labeled
as “less severe wear (Value 0)” and others were labeled as
“severe wear (Value 1).” The tool flank wear was also mea-
sured after each layer on the three flutes of the tool. The
maximum tool wear value of the three flutes was considered
as the tool flank wear (Vb) (Fig. 9). The variation in the slope
value of the flank wear was used to identify the boundaries
of the wear evolution. The threshold for severe wear is set
considering the slope value increases from near zero during
steady wear. For the performance evaluation of the cluster-
ing technique, flank wear was used as the ground true value.
The flank wear was grouped into two groups — less severe
wear (break-in & steady stage) and severe wear. Two groups
were chosen as the knowledge of the break-in group does
not add value to the operator. Figure8 shows both the pre-
dicted severe wear and true severe wear. The objective of the
clustering algorithm is to have the predicted severe wear as
close to the true severe wear. Normalizedmutual information
score could also be calculated considering the true and pre-
dicted severe wear for each clustering algorithm. This helps
in feature (Table 7) and sensor selection (Table 8).

Model building, evaluation, and deployment As we have
two groups, a binary classification model was developed for
predicting the tool wear. Five Classification techniques —
LogisticRegression,MultinominalNaiveBayes, Linear Sup-
port Vector, k-nearest neighbors, and Decision Tree — were
used for developing prediction models from the knowledge
base. The best classificationmodelwas deployed to the innate
maintenance data processing and analytics. As three similar
experiments were carried out, data from one experiment was
used as the train data set and then themodelwas tested against
the two other experiments. The scores were used for evaluat-
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Fig. 8 Semi-auto labelling of the peak values of each cut for Experiment-1

Fig. 9 Flank wear on 3-flutes
showing the three stages of tool
wear — break-in, steady, and
severe wear (results for
measurement carried out for
Exp-2)
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ing the performance of the model and choosing the best one
(Table 9).

InnatemaintenanceThismodule consists of three blocks
— to analyze the incoming sensor information and to respond
considering the tool wear condition. Only the “real-time
monitoring” block was implemented in this use case while
the other two blocks have been described as a possible imple-
mentation for the future (Fig. 9).

Real-time monitoring We tried to simulate a real-time
monitoring environment by using the best classification
model chosen in the last stage. The model was developed
using one experiment data as a training set and tested using
the other two experiment data (Fig. 10). There also exists a
slight delay and hence loss of some data from the sensor
network when the condition monitoring model was running.

Signal context awareness The developed classification
model is suited for the current working condition of the
machine (fixed parameters like 23,600rpm spindle speed,
4.7m/min cutting speed, Y & Z-depth of cut of 0.125mm
& 0.2mm rep.). Any modification in the working condition
of theCNCmachine beyond a certain rangewould require the
development of a new data processing& analytics algorithm.

When an abnormal signal is detected due to changes in
machining conditions (for example, a much lower spindle
speed) the signal context awareness triggers the adaptive
maintenance to develop a new classification model consid-
ering the historical/virtual database for the new machine
condition. The newly developed model is replaced with the
existing model in real-time monitoring.

Innate response system The system response to the detec-
tion of severe tool wear could range from an alarm signal to
alert the operator to changing machine parameters automati-
cally like reducing cutting parameters (speed, feed, or depth
of cut), coolant control, machine stop, etc.

4.3 Discussion on immune-basedmonitoring

The proposed tool wear monitoring framework is adapted
from the immune-based smart maintenance framework con-
sidering one of the most emerging technologies for smart
maintenance—MachineLearning.With the sensor data from
the historical database, the data processing & analytics algo-
rithm is developed.

Tables 6 and 7 provide crucial insights into enhancing
clustering algorithms and feature selection methodologies
for tool wear prediction. In Table 6, the authors employ
non-cutting signal filtering, showcasing a substantial boost
in clustering performance, as evidenced by increased Nor-
malized Mutual Information Scores. The study’s sensitivity
to information preservation aligns with the goal of refining
clustering accuracy, and the choice of peak value feature
extraction proves effective for machining data analysis. The

results underscore the success of the filtering approach and
highlight the importance of judiciously selected performance
indicators for computational practicality. Table 7, the com-
prehensive evaluation of feature selection based on clustering
data reveals nuanced patterns across algorithms and fea-
ture types. Peak and mean value features demonstrate robust
performance, with notable algorithmic sensitivity, while the
effectiveness of root mean square features varies. The inclu-
sion of all seven input variables enhances the findings’
applicability, and standard deviation values provide insights
into result stability. This table serves as a valuable resource
for understanding the impact of feature selection methods on
clustering algorithms, contributing to the overall robustness
of the study. Together, these tables offer a comprehensive
foundation for advancing tool wear prediction methodolo-
gies, addressing both clustering algorithm enhancement and
feature selection challenges.

Tables 8 and 9 provide insightful findings in the con-
text of sensor selection and classification model scores for
tool wear prediction. In Table 8, the impact of different
sensors on clustering algorithms is explored. Notably, the
combination of force, vibration, and acoustic emission sen-
sors demonstrates robust performance acrossAgglomerative,
Birch, and KMeans algorithms, with varying degrees of suc-
cess in different experimental sets. The analysis extends
to scenarios involving specific sensor combinations, reveal-
ing nuances in algorithmic sensitivity. Furthermore, Table 9
delves into the classification model scores, emphasizing
the effectiveness of diverse algorithms in predicting tool
wear. Logistic Regression, Multinomial Naive Bayes, Lin-
ear Support Vector, k-nearest neighbors, and Decision Tree
algorithms showcase distinct strengths across training and
test sets. The incorporation of root mean square as a feature
selection method, coupled with the utilization of Birch clus-
tering, enhances the model’s predictive capabilities. These
results contribute valuable insights into sensor influence and
model performance, offering a robust foundation for advanc-
ing tool wear prediction methodologies.

In the context of optimizing the proposed model for
enhanced performance, an ideal approach involves sys-
tematic parameter tuning to cater to the intricacies of the
underlying data. One could initiate this process by explor-
ing default settings and baseline values provided by standard
Machine Learning frameworks. Employing hyperparameter
tuning techniques, such as grid search and cross-validation,
becomes essential to identify optimal combinations that
strike a balance between model complexity and predictive
accuracy. Considering regularization methods, like L1 and
L2 regularization, aids inmitigating overfitting and achieving
amore robustmodel. Experimentingwith ensemblemethods,
including bagging and boosting, could potentially enhance
themodel’s overall performance. Integratingdomain-specific
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Table 6 Effect of filtering
non-cutting signals

Clustering 7 input variable Only force variable
Algorithm Raw score� Filtered score� Raw score� Filtered score�

Agglomerative 53.9 95.5 64.3 64.9

Birch 56.5 80.1 62.9 83.2

KMeans 56.5 55.2 71.8 82.3

Gaussian mixture 10.2 23.4 84.1 81.7

Note: The results presented here are considering peak value feature extraction
Experiment-3 data were used
Similar results could be found for other feature extractions/experiments)
�Normalized mutual information score

Table 7 Feature selection based
on clustering data

Features Clustering Exp-1 Exp-2 Exp-3 Average ±SD‡

Algorithm Score∗ Score∗ Score∗

Peak value Agglomerative 39.6 49.5 95.5 61.5 ± 24.3

Birch 39.6 63.2 80.1 61.0 ± 16.6

KMeans 44.3 70.5 55.3 56.7 ± 10.7

Gaussian mixture 11.9 23.2 23.4 19.5 ±5.4

Mean value Agglomerative 61.9 66.4 65.0 64.4 ± 1.9

Birch 67.6 54.4 54.0 58.6 ± 6.3

KMeans 70.1 57.0 76.2 67.8 ± 8.0

Gaussian mixture 61.9 49.5 76.5 62.6 ± 11.0

Root Mean Square (RMS) Agglomerative 64.7 80.9 52.7 66.1 ± 11.6

Birch 66.8 70.5 60.1 65.8 ± 4.3

KMeans 45.4 76.0 60.2 60.5 ± 12.5

Gaussian mixture 55.4 28.4 65.9 49.9 ± 15.8

Note: The results presented here are considering all 7 input variables
(Fx ,Fy ,Fz ,V ibx ,V iby ,V ibz ,AE)
�Normalized mutual information score ‡Standard Deviation

Fig. 10 Innate intelligence tool
wear monitoring results (Online
tool wear monitoring using
logistic regression model
developed using exp-1 as
historical data and tested using
data from a Exp-2 b Exp-3)
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Table 8 Sensor selection based
on clustering data

Sensor Clustering Exp-1 Exp-2 Exp-3
Algorithm Score∗ Score∗ Score∗

Force, vibration
& Acoustic
emission

Agglomerative 64.7 80.9 52.7

Birch 66.8 70.5 60.1

KMeans 45.4 76.0 60.2

Gaussian mixture 55.4 28.4 65.9

Force and Vibration Agglomerative 37.5 70.5 89.2

Birch 60.1 70.5 63.4

KMeans 46.4 81.1 60.2

Gaussian mixture 59.3 56.3 61.5

Only force Agglomerative 66.4 47.9 63.4

Birch 81.6 75.5 75.1

KMeans 63.8 76.0 82.9

Gaussian mixture 63.7 94.6 85.8

Only vibration Agglomerative 41.4 85.4 55.2

Birch 41.4 86.2 89.2

KMeans 41.4 99.3 55.2

Gaussian mixture 28.1 54.4 17.7

Only acoustic
emission

Agglomerative 1.3 3.5 0.9

Birch 2.5 8.1 2.6

KMeans 1.7 3.5 0.9

Gaussian mixture 0.8 3.8 0.6

The results presented here are considering RMS as Feature Selection
∗Normalized mutual information score

insights plays a crucial role in guiding parameter choices
aligned with the characteristics of the dataset. Sensitivity
analyses become valuable for comprehensively assessing the
impact of parameter variations, facilitating iterative refine-
ment. Tailoring evaluation metrics to specific research objec-
tives ensures that optimized parameters align with desired
outcomes. Although the actual implementation of these
strategies may vary, a systematic and iterative approach to
parameter tuning holds the potential to improve the proposed
model’s effectiveness across clustering, feature selection,

sensor selection, and classification tasks, providing valuable
insights into its behavior.

Accessing the traditionalMachine Learning libraries from
the knowledge base, the data is prepared by initially per-
forming data cleaning of non-cutting signals, followed by
key feature selection (RMS) and selecting the ideal cluster-
ing techniques (Birch clustering) for labelling the data. The
most accurate classification model is then selected for online
monitoring (Logistic Regression). The data processing &
analytics algorithm is then morphed to real-time monitor-

Table 9 Classification model score for various algorithms

Classification Exp-1 training set Exp-2 training set Exp-3 training set Average ± SD‡

Algorithm Exp-2 Exp-3 Exp-1 Exp-3 Exp-1 Exp-2
Test score∗ Test score∗ Test score∗ Test score∗ Test score∗ Test score∗

Logistic regression 88.44 93.78 76.46 95.82 90.34 91.78 89.44± 6.3

Multinominal Naive Bayes 71.53 71.84 78.80 71.84 78.80 71.53 74.06 ± 3.4

Linear support vector 71.53 71.84 78.80 71.84 78.60 93.55 77.69 ± 7.7

k-nearest neighbors 68.39 66.60 78.41 94.40 90.72 92.09 81.77 ± 11.3

Decision tree 73.96 81.15 76.33 93.32 86.47 92.69 83.99 ± 7.5

Note: The results presented here are considering RMS as feature selection and using Birch clustering
�Normalized mutual information score ‡Standard Deviation
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ing, where the new incoming sensor data is labelled and
classified to monitor the tool wear. The classification model
result is then analyzed by the context awareness and trig-
ger a response to change the tool. The classification model
accuracy is constantly monitored and any deviation from the
accuracy triggers the context awareness to develop a new
algorithm when it crosses a given threshold (say, 85%). The
adaptive maintenance system considering the updated histor-
ical database and advanced libraries develops amore accurate
model. Hence, the developed framework quickly adapts to
the changes in the environment and develops a more resilient
model before the system accuracy drops drastically.

While the immune-based maintenance framework offers
notable advantages, it is not without practical limitations
inherent in maintenance systems. Challenges encompass the
system’s robustness when faced with limited failure data,
the complexity of analyzing multiple faults, and the substan-
tial computational time and energy required for processing
sensory data. The presented use case attempts to showcase a
smart maintenance system considering the new requirements
like resilience and anti-fragility based on a future-proof
framework (A system considering both innate & adaptive
immunity).

5 Conclusion and future research direction

The need for the development of a smart maintenance
framework has encouraged many researchers in utilizing the
potential of the current existing computer technologies and
bio-inspired approaches. We present a novel smart mainte-
nance framework inspired by the human immune system.We
initially present the human immune system in a holistic view
considering the intelligence and response of both innate and
adaptive immunity. We then map the immune system’s key
characteristics with the emerging computer technologies —
Internet of Things, Edge & Cloud Computing, Multi-Agent
Systems, Ontology, Big Data, Digital Twin, Machine Learn-
ing, and Augmented Reality. Inspired by the holistic view of
the immune system we present a smart maintenance frame-
work. The framework consists of four modules: physical
asset, innatemaintenance, adaptivemaintenance, and knowl-
edge base. Few blocks of the proposed framework are used in
determining the tool condition monitoring of a CNC milling
machine. The implementation utilizes clustering techniques
to label sensory data followed by classification for online
prediction.

Future research includes incorporating other emerging
technologies like the Internet of Things, Cloud & Multi-
Agent Systems in developing a smarter and more resilient
application. Another research direction is to implement the

developed framework in different use cases like ball bearing
wear, motor balancing, engine monitoring, etc. to validate
the generality of the framework.
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