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Abstract  

 

Nowadays, there is no doubt that the access to the Internet has become very easy. And 

although that brings a lot of benefits to the society, there are a lot of concerns that emerge 

with this easy access, and we must pay attention to those concerns. In the last decades, 

there has been an increase on child sexual exploitation and sexual abuse through online 

settings and there is a need for effective mechanisms to address this issue.  

 

This dissertation focuses on a theoretical approach and a critical approach to this matter 

by first analyzing some crucial theoretical notions on the topic of online child sexual 

exploitation and abuse and then analyzing the different legal mechanisms implemented 

to combat this issue. It reflects the importance of studying the topic and improving the 

already existing tools to fight it by giving some suggestions on how to achieve better 

protection of children. Based on the research done to develop this dissertation, 

conclusions include the need for new legal approaches to the issue and cooperation among 

private and public sectors, governments, and civil society, for this crime to be tackled.  
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Resumo 

 

Hoje em dia, não há dúvidas que o acesso à Internet se tornou algo fácil. E, embora isso 

traga muitos benefícios para a sociedade, há muitas preocupações que surgem com esse 

fácil acesso e é o nosso dever prestar atenção a estas preocupações. Nas últimas décadas, 

tem se verificado um aumento do abuso e exploração sexual de crianças através de 

conexões online e é necessário que se criem mecanismos eficazes para combater este 

problema.  

 

Esta dissertação concentra-se numa abordagem teórica e numa abordagem crítica sobre 

este assunto. Fá-lo primeiramente, através de uma análise teórica crucial dos termos do 

tópico do abuso e exploração sexual de crianças e posteriormente analisa os diferentes 

mecanismos legais implementados para combater este problema. Reflete também a 

importância do estudo do tópico e do melhoramento das ferramentas que já existem para 

o combate do problema, através de sugestões sobre como conseguir uma melhor proteção 

das crianças. De acordo com a pesquisa feita no desenvolvimento desta dissertação, as 

conclusões incluem a necessidade de novas abordagens legais sobre o tema e de 

cooperação entre os setores publico e privado, governos e a sociedade em geral, para que 

este crime possa ser combatido de forma eficaz.  
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Introduction  

 

The Internet and digital technologies have become essential tools in everyone’s life.1 

However they have come with a dark side with the opening of an immense online world 

where the most outrageous crimes against children occur. The growth of internet 

connectivity has been the reason for the growing number of children being abused and 

exploited online, which has severe consequences in the offline world as, in result of the 

abuses, victims need long-term recovery in order to deal with their trauma.2  

The World Wide Web (WWW) was created in 1989, the same year as the Convention on 

the Rights of the Child (CRC), however, the vast interest towards the WWW when 

compared to the interest shown towards what is established in the CRC is a surprise.  As 

a result of the WWW’s development, the production and dissemination of photos of child 

abuse have significantly increased. Images of child sexual abuse were extremely hard to 

find in most countries before the Internet as such photographs could only be obtained 

through the appropriate connections or by taking significant risks. Prior to the Internet, 

there were reportedly 400 or so photographs of child abuse, according to Interpol’s 

intelligence information.3 However, now it is common for suspects to be arrested for 

having thousands of pictures of child abuse. Another part of this child exploitation 

industry is also the internet circulation, distribution, production, offering, possession, and 

live streaming of child sexual abuse content, created from real life child sexual abuse. 

There are thousands of pictures of sexually assaulted children online today. Just in 2022 

alone, more than 32 million reports of suspected online child sexual abuse were 

registered.4  

It is urgent to raise awareness on the topic of online child sexual exploitation and abuse 

(CSEA) and to find effective ways to fight it. Therefore, this Dissertation aims to respond 

                                                        
1 Drejer, C., Riegler, M. A., Halvorsen, P., Johnson, M. S., and Baugerud, G. A. (2023) Live Streaming 

Technology and Online Child Sexual Exploitation and Abuse: A Scoping Review. Trauma, Violence, & 

Abuse. Page 1.  
2 INTERPOL. (2022) INTERPOL Secretary General: Online child sexual abuse at record levels. Available 

at: https://www.interpol.int/News-and-Events/News/2022/INTERPOL-Secretary-General-Online-child-

sexual-abuse-at-record-levels  
3 Carr, J. (2010). The Internet Dimension of Sexual Violence Against Children. In: Protecting Children from 

Sexual Violence: A Comprehensive Approach, Council of Europe. Pg.278.  
4 Negreiro, M. (2023). Combating child sexual abuse online. European Parliament Research Service. Page 

1. Available at: 

https://www.europarl.europa.eu/RegData/etudes/BRIE/2022/738224/EPRS_BRI(2022)738224_EN.pdf  

https://www.interpol.int/News-and-Events/News/2022/INTERPOL-Secretary-General-Online-child-sexual-abuse-at-record-levels
https://www.interpol.int/News-and-Events/News/2022/INTERPOL-Secretary-General-Online-child-sexual-abuse-at-record-levels
https://www.europarl.europa.eu/RegData/etudes/BRIE/2022/738224/EPRS_BRI(2022)738224_EN.pdf
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to this question: how have the various types of online CSEA evolved through the years 

and how effectively are different legal framework addressing them? 

To legally regulate the Internet is one of the greatest challenges of the 21st century, as the 

Internet’s unique characteristics arise difficulties to criminal law that is used to regulate 

crimes that happen within national borders. This is why it is important to address the 

challenges that need to be faced and the improvements that need to be made regarding 

international legal frameworks and cooperation among different legal frameworks and 

civil societies. The lack of established legal definitions, the differences found in legal 

frameworks and the lack of data regarding online CSEA are the reason it is important to 

do research and discuss this topic. In fact, the focus of this Dissertation is to analyze the 

prevalence of online CSEA nowadays, how this crime can affect the victims and society 

in general, what can be taken of successful legal frameworks, how can different legal 

frameworks be improved, and how law and technology can adapt to emerging threats.  

 

To do so there will be an exhaustive analysis of different literature and studies made by 

international organizations, such as, Interpol, UNICEF and others. The bibliography used 

in this Dissertation is not all from the last 5 years as initially expected. Due to the lack of 

information and research regarding this issue, to have a comprehensive analysis of online 

CSEA, the articles used are dated from the early 2000s, to the current year. Along with 

the exposure of relevant information taken from the bibliography used, there is a critical 

approach to the different aspects that this paper touches on and, also, some 

recommendations to law makers, civil society and the public in general with the aim of 

improving the responses to online CSEA.  

 

To deliver the objectives of this Dissertation in the best way possible, the paper will 

follow a structure that goes from some theoretical aspects of the topic to some critical 

analysis. Therefore, it is divided in six chapters that aim to inform anyone that has interest 

in the topic and to incentivize everyone to help combat online CSEA.  
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I. Identification and Description of the Problem 

It is possible to state that CSEA has increased overall as a result of the Internet,5 because 

the technology is of easy, cheap and portable access and makes it possible to store and 

distribute enormous amounts of Child Sexual Exploitation and Abuse Material 

(CSEAM).6 The 2022 Internet Watch Foundation (IWF) Report’s number of online 

CSEA are surprisingly high. Out of the 375,230 reports that the IWF investigated, 68% 

lead to identification of online images of a child being sexually abused. This Report has 

also determined a 137% growth of Child Sexual Abuse Material (CSAM) featuring boys 

when comparing to 2021, although 96% of the imagery found were portraying a female 

child being abused. Also, a warning 66% of these abuses were hosted in a European 

country.7  In fact, the combat against online CSEA comes with the most variable 

challenges and this Dissertation aims to bring those challenges to discussion and critically 

analyze possible ways to face and overcome them.  

First of all, it is highly challenging to develop a legal definition of child sexual 

exploitation and abuse that would be accepted unanimously across the world due to the 

variety of values shaping each legal order. Also, different national legal systems’ 

interpretations of what the term “child” stands for may result in different approaches to 

CSEA. For instance, before the 1880s, in the United States (US), girls could consent to 

sexual conduct after they were only 10 years old.8 Currently, CSEA is prohibited 

practically everywhere, and this is one of the few aspects where there is consensus among 

different legal orders. Notwithstanding this, the legal regulation of online CSEA remains 

particularly difficult as it involves the online world which presents unique circumstances 

that do not exist in the offline world,9 such as the global and anonymous nature of the 

Internet, the ease of creating and disseminating content, and the difficulty of identifying 

and prosecuting perpetrators across national borders.10 Through the use of Information 

                                                        
5 Clough, J. (2015). Cybercrime. In Principles of Cybercrime (pp.33-28). Cambridge: Cambridge 

University Press. Pg.27. 
6 Clough, J. (2015). Cybercrime. In Principles of Cybercrime (pp.33-28). Cambridge: Cambridge 

University Press. Pg.291. 
7 Internet Watch Foundation (2023) IWF 2022 CSAM Annual Report. Iwf.org.uk. Available at: 

https://annualreport2022.iwf.org.uk  
8 Jepkins, P. (2001) Beyond Tolerance: Child Pornography on the Internet. New York and London: New 

York University Press. Pg.26.  
9 Quayle, E. (2020) Prevention, disruption and deterrence of online child sexual exploitation and abuse. 

ERA Forum 21, 429-447.  
10 ECPAT International. (2021). Global Report: Offenders on the Move. Page 49.  

https://annualreport2022.iwf.org.uk/
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and Communication Technologies (ICTs), potential offenders are able to gain improved 

access to victims and to CSEAM, expanding their pool of potential victims, providing the 

chance to assume false identities, and making it easier to spread harmful content to 

children. 

 

In the 1990s, sexual exploitation was defined as “a practice by which person(s) achieve 

sexual gratification or financial gain or advancement through the abuse of a person’s 

sexuality by abrogating that person’s human right to dignity, equality, autonomy and 

physical and mental well-being”.11 Nowadays, not only it is challenging to establish an 

international standard definition of CSEA, as explained above, but there is also no 

commonly accepted approach to the protection of children from sexual exploitation and 

abuse, whether it occurs online or offline. Even if all legal orders had the same definitions 

of CSEA, there would still be significant jurisdictional issues and challenges with 

criminality in cross-border investigations,12 including the admissibility of evidence 

gathered in other countries, due to legal, moral and procedural divergencies.13 Another 

challenge is related to the issue of dual criminality in countries that are not European 

Union (EU) Member States , which means that for a crime to be extraditable from one 

country to another, it must be considered a crime in both jurisdictions.14 However, some 

actions that are considered criminal in one country may not be criminal in another, which 

may make it difficult to prosecute offenders across borders. In the EU context, due to the 

Framework Decision on the European Arrest Warrant15 (EAW), the dual criminality 

criteria is no longer a requirement for specific offences, such as, sexual exploitation of 

children and child pornography.16 Moreover, there may be differences in the legal 

frameworks for collecting evidence17 in countries outside the EU and in Denmark and 

                                                        
11 Edwards, L. (2009) Pornography, Censorship and the Internet. In I. Edwards, & C. Waelde (Eds.), Law 

and the Internet. 3rd ed. Oxford. Pg.623-670.  
12 O’Connell, T. (2018). The Evolution of International Water Law. In M. Fitzmaurice, A. Ong & P. 

Merjouris (Eds.), Research Handbook on International Water Law. Page 33. 
13 Casino, F. and others (2022) SoK: cross-border criminal investigations and digital evidence, Journal of 

Cybersecurity, Volume 8, Issue 1, pp.1. 
14 ECPAT International. (2022). Extraterritoriality: Preventing sexual exploitation of children by nationals 

and companies abroad. Page 6.  
15 European Union. (2002) Council of the European Union, Council Framework Decision 2002/584 on the 

European Arrest Warrant and the Surrender Procedures between Member States, 13 June 2002, -

002/584/JHA.   
16 European Union. (2002) Council of the European Union, Council Framework Decision 2002/584 on the 

European Arrest Warrant and the Surrender Procedures between Member States, 13 June 2002, -

002/584/JHA. Article 2, paragraph 2.  
17 Witting, S. K. (2021). Transnational by Default: Online Child Sexual Abuse Respects No Borders. The 

International Journal of Children's Rights 29, 3, 731-764. Page 733.  
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Ireland, which can complicate investigations in cases of online CSEA. For instance, 

because these countries are outside the scope of the European Investigation Order 

Directive (EIOD)18, it may be necessary to require a court order to access certain types of 

data or information, which can hinder the ability of law enforcement agencies to 

investigate cases across borders. Furthermore, there are also practical challenges, such as 

language barriers, time zone differences, and the availability of resources, which can 

impact the efficiency and effectiveness of cross-border investigations. Finally, the lack 

of harmonization extends to the age at which an individual is considered capable of 

consenting to sexual activity, further complicating efforts to address this issue on a global 

scale. The legal age of consent is an indicator of how each legal order views adulthood 

and the age at which a youngster is presumed to know right from wrong. The legal 

minimum age of consent for sexual activity varies greatly across the globe. In certain 

African countries, like Nigeria, the minimum age for sexual consent is eleven. On the 

contrary, there are countries, like Bahrain (Asia), where the minimum age of sexual 

consent is twenty-one. In the case of the EU Member States, the legal minimum age for 

consenting to sexual activity ranges from 14 (Portugal and Italy) to 18 years old (Malta).19 

 

Due to all the variations in national legal systems and interpretations of what constitutes 

a “child” and due to the unique characteristics of the online world, it is essential to 

understand the main typologies of online CSEA and to develop effective prevention and 

response strategies. Therefore, the following chapters analyze relevant theoretical and 

legal aspects regarding CSEA.  

 

 

 

 

 

 

 

                                                        
18 European Union: European Parliament and Council of European Union, Directive 2014/41/EU regarding 

the European Investigation Order in criminal matters, 3 April 2014.  
19 World Population Review (2023) Age of Consent by Country 2023. Available at: 

https://worldpopulationreview.com/country-rankings/age-of-consent-by-country.  

 

https://worldpopulationreview.com/country-rankings/age-of-consent-by-country
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II. Analysis of the Terminology Used in this Area of Legal Regulation 

 

1. Child  

 

In the CRC (1989), “child” is defined as “every human being below the age of eighteen 

years”20, if, under national law, the age of majority is not attained before that human 

being is 18 years old. 

In the Budapest Convention (2001) the term “minor” is used in Article 9, paragraph 3, 

which addresses child pornography, and specifies that the mentioned term covers all 

individuals under the age of 18. A State party can, nonetheless, opt for a lower age limit, 

which must not be less than 16 years old.21 

In the Lanzarote Convention (2007) according to Article 3(a), a child is defined as “any 

person under the age of 18 years”.22 

The referred legal instruments are legally binding for those countries that are State Parties, 

meaning, those that have ratified the mentioned instruments. It should be emphasized that 

these legally binding instruments do not inherently define who is a child, but these 

provisions do set out their scope of application within international law, meaning that the 

mentioned provisions are applicable to all people under the age of 18, even if with 

exceptions.23 

 

2. Age of Sexual Consent  

 

The Lanzarote Convention (2007), in its Article 18, paragraph 2, defers to the States 

Parties to the Convention the determination of the age below which it is unlawful to 

engage in sexual activity with a child.24  

                                                        
20 UN General Assembly, Convention on the Rights of the Child, 20 November 1989, United Nations, 

Treaty Series, vol. 1577. Article 1.  
21 Council of Europe Convention on Cybercrime, CETS No.185, Budapest, 23.XI.2001. Article 9, 

paragraph 3.  
22 Council of Europe (2007) Council of Europe Convention on the Protection of children against sexual 

exploitation and sexual abuse (Lanzarote Convention), 12 July 2007, CETS No:.201. Article 3(a).  
23 Interagency Working Group. (2016). Terminology Guidelines for the Protection of Children from Sexual 

Exploitation and Sexual Abuse. Luxembourg: Publications Office of the European Union. Pg. 5. 
24 Council of Europe (2007) Council of Europe Convention on the Protection of children against sexual 

exploitation and sexual abuse (Lanzarote Convention), 12 July 2007, CETS No:.201. Article 18, paragraph 

1(a) and Article 18, paragraph 2.  
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In the European Union (EU) Directive 2011/93 on Combating the Sexual Abuse and 

Sexual Exploitation of Children and Child Pornography the term “age of sexual consent” 

is used in Article 2, where it is defined as “the age below which, in accordance with 

national law, it is prohibited to engage in sexual activities with a child”.25 

The age of consent as defined by law means that engaging a child under that age in sexual 

activities is prohibited in all situations, and that the consent of such child is legally 

irrelevant. A minor who has reached the age of sexual consent may participate in sexual 

activity with his/her own consent.  

 

3. Child Sexual Abuse  

 

In the Lanzarote Convention’s Preamble, the “sexual exploitation and sexual abuse of 

children” are both mentioned as “all forms of sexual abuse of children, including acts 

which are committed abroad, are destructive to children’s health and psycho-social 

development”26. According to Article 3(b), “sexual exploitation and sexual abuse of 

children shall include the behavior as referred to in Articles 18 to 23 of this 

Convention”27. The latter include crimes involving child prostitution, child pornography, 

child sexual abuse, child participation in pornographic acts, child corruption, and child 

solicitation for sex purposes. The term “sexual abuse” is defined in Article 18, paragraph 

1, as follows: “(a) engaging in sexual activities with a child who, according to the relevant 

provisions of national law, has not reached the legal age for sexual activities” and “(b) 

engaging in sexual activities with a child where: use is made of coercion, force or threats; 

or abuse is made of recognized position of trust, authority or influence over the child, 

including within the family; or abuse is made of a particularly vulnerable situation of the 

child, notably because of a mental or physical disability or a situation of dependence”.28 

According to the EU Directive 2011/93, forcing a child to witness sexual activity or 

sexual abuse, having sex with a child, or coercing, forcing, or threatening a child into 

                                                        
25 European Union. (2011). Directive 2011/93/EU of the European Parliament and of the Council of 13 

December 2011 on Combating the sexual abuse and sexual exploitation of children and child pornography 

and replacing Council Framework Decision 2004/68/JHA. Article 2.  
26 Council of Europe (2007) Council of Europe Convention on the Protection of children against sexual 

exploitation and sexual abuse, (Lanzarote Convention), 12 July 2007, CETS No:.201. Preamble, Paragraph 

4.  
27 Council of Europe (2007) Council of Europe Convention on the Protection of children against sexual 

exploitation and sexual abuse (Lanzarote Convention), 12 July 2007, CETS No:.201. Article 3(b). 
28 Council of Europe (2007) Council of Europe Convention on the Protection of children against sexual 

exploitation and sexual abuse (Lanzarote Convention), 12 July 2007, CETS No:.201. Articles 18, paragraph 

1(a) and (b).  
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having sex with a third party are all included in the comprehensive definition of sexual 

abuse offences in Article 3.29 

 

4. Online Child Sexual Abuse  

 

In the Proposal for a Regulation of the European Parliament and of the Council laying 

down rules to prevent and combat child sexual abuse (2022) online child sexual abuse is 

defined as “the online dissemination of child sexual abuse material and the solicitation of 

children”30. This term is widely used to describe both child sexual abuse that is made 

possible by ICTs (such as online grooming) and child sexual abuse that is committed 

elsewhere and then repeated by sharing it online, such as through images and videos, 

where it turns into exploitation.31 

 

5. Child Sexual Exploitation  

 

The fundamental idea of exchange that underlies exploitation is what sets the concept of 

child sexual exploitation apart from other types of child sexual abuse. While it is 

necessary to differentiate between these two concepts, it is also crucial to recognize that 

there is a great deal of semantic overlap between them and that the difference will likely 

never be entirely obvious.32 

The Explanatory Report to the Lanzarote Convention refers that the term “sexual 

exploitation” relates to cases of “prostitution and use of force/threats or a position of 

trust/authority for sexual relations”.33 This position of power that the offender has is what 

differentiates exploitation from abuse, meaning that the abuse is the act of violence and 

                                                        
29 European Union. (2011). Directive 2011/93/EU of the European Parliament and of the Council of 13 

December 2011 on Combating the sexual abuse and sexual exploitation of children and child pornography 

and replacing Council Framework Decision 2004/68/JHA. Article 3.  
30 European Commission. (2022). Proposal for a Regulation on the European Parliament and of the Council 

laying down rules to prevent and combat child sexual abuse, Brussels, 11 May 2022, COM(2022) 209 final, 

2022/0155(COD). Article 2(p). 
31 Interagency Working Group. (2016). Terminology Guidelines for the Protection of Children from Sexual 

Exploitation and Sexual Abuse. Luxembourg: Publications Office of the European Union. Pg.23.  
32 Interagency Working Group. (2016). Terminology Guidelines for the Protection of Children from Sexual 

Exploitation and Sexual Abuse. Luxembourg: Publications Office of the European Union. Pg.25.  
33 Councill of Europe (2007) Explanatory Report to the Council of Europe Convention on the Protection 

of Children against Sexual Exploitation and Abuse, European Threat Series – No.201, Lanzarote. Section 

13.  
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assault, the exploitation is the use of the position of power to coerce/force the victim to 

partake in sexual actions.  

In the Lanzarote Convention (2007) this term relates to the actions that constitute the 

crimes of child sexual exploitation and child sexual abuse as defined in Articles 18 to 

23.34 The Preamble describes child sexual exploitation of a child by referring to child 

pornography and prostitution as exploitation.35 

The EU Directive 2011/93, in its Article 4, defines offenses involving sexual exploitation, 

which include behaviors like forcing a child to take part in pornographic performances, 

knowingly attending pornographic events that feature children, forcing a child to engage 

in child prostitution, and having sex with a child where prostitution is involved.36 

 

6. Commercial Sexual Exploitation of Children  

 

Under international law, there is no definition for the concept of “commercial sexual 

exploitation of children”. As previously stated, “exploitation” is the term used to describe 

the unfair use of something or someone for one’s own advantage or benefit. This includes 

both monetary and non-monetary exchanges. Thus, a distinction between “sexual 

exploitation” and “commercial sexual exploitation” can be drawn, as the latter refers to a 

type of sexual exploitation where the main motivation is financial gain, frequently 

associated with organized crime.37 

 

7. Online Child Sexual Exploitation  

 

The term “online child sexual exploitation” refers to all sexually exploitative acts 

committed against children that at some point have a link to the online world. It 

encompasses any use of ICTs that results in sexual exploitation, causes a child to be 

                                                        
34 Council of Europe (2007) Council of Europe Convention on the Protection of children against sexual 

exploitation and sexual abuse (Lanzarote Convention), 12 July 2007, CETS No:.201. Article 18 to 23. 
35 Council of Europe (2007) Council of Europe Convention on the Protection of children against sexual 

exploitation and sexual abuse (Lanzarote Convention), 12 July 2007, CETS No:.201. Preamble, paragraph 

4.  
36 European Union. (2011). Directive 2011/93/EU of the European Parliament and of the Council of 13 

December 2011 on Combating the sexual abuse and sexual exploitation of children and child pornography 

and replacing Council Framework Decision 2004/68/JHA. Article 4.  
37 Interagency Working Group. (2016). Terminology Guidelines for the Protection of Children from Sexual 

Exploitation and Sexual Abuse. Luxembourg: Publications Office of the European Union. Page 27.  
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sexually exploited, or leads to the production, purchase, sale, possession, distribution, or 

transmission of images or other materials documenting such sexual exploitation.38 

 

8. Child Pornography  

 

In the Optional Convention on the Rights of the Child on the sale of children, child 

prostitution and child pornography (OPSC) (2000), the term ‘child pornography’ is 

defined on Article 2 as “representation, by whatever means, of a child engaged in real or 

simulated explicit sexual activities or representation of sexual parts of a child for 

primarily sexual purposes”.39 

The Lanzarote Convention (2007), in its Article 20, paragraph 2, defines “child 

pornography” as “any material that visually depicts a child engaged in real or simulated 

sexually explicit conduct or any depiction of a child’s sexual organs for primarily sexual 

purposes”.40   

In the EU Directive 2011/93 child pornography is defined in Article 2 as “(i) any material 

that visually depicts a child engaged in real or simulated sexually explicit conduct; (ii) 

any depiction of the sexual organs of a child for primarily sexual purposes; (iii) any 

material that visually depicts any person appearing to be a child engaged in real or 

simulated sexually explicit conduct or any depiction of the sexual organs of any person 

appearing to be a child, for primarily sexual purposes; or (iv) realistic images of a child 

engaged in sexually explicit conduct or realistic images of the sexual organs of a child, 

for primarily sexual purposes”.41 

Although “child pornography” is still used as a type of crime in many nations, there is an 

increasing trend among both law enforcement organizations and child protection 

organizations to question the suitability of this term and propose alternative terminology, 

as it is discussed in the next section. 42  

                                                        
38 Interagency Working Group. (2016). Terminology Guidelines for the Protection of Children from Sexual 
Exploitation and Sexual Abuse. Luxembourg: Publications Office of the European Union. Pg.27. 
39 UN General Assembly, Optional Protocol to the Convention on the Rights of the Child on the Sale of 

Children, Child Prostitution and Child Pornography, 16 March 2001, A/RES/54/263. Article 2. 
40 Council of Europe (2007) Council of Europe Convention on the Protection of children against sexual 

exploitation and sexual abuse (Lanzarote Convention), 12 July 2007, CETS No:.201. Article 20, paragraph 

2.  
41 European Union. (2011). Directive 2011/93/EU of the European Parliament and of the Council of 13 

December 2011 on Combating the sexual abuse and sexual exploitation of children and child pornography 

and replacing Council Framework Decision 2004/68/JHA. Article 2.  
42 Interagency Working Group. (2016). Terminology Guidelines for the Protection of Children from Sexual 

Exploitation and Sexual Abuse. Luxembourg: Publications Office of the European Union. Page 38.  
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9. Child Sexual Abuse Material / Child Sexual Exploitation Material 

(CSAM/CSEM)  

 

The term ‘child pornography’ is increasingly being replaced with the term ‘child sexual 

abuse material’.43 This change in terminology originates from the claim that sexualized 

content that shows or otherwise portrays children is in fact a typology of child sexual 

abuse and should not be referred to as “pornography”. Adults who engage in consensual 

sexual acts and distribute them (often legally) to the general public for their enjoyment 

are generally referred to as pornographers. The term “child pornography” could seem to 

imply that the acts are carried out with the child’s consent and represent acceptable sexual 

material, just like with the terms “child prostitution” and “child prostitute”. Therefore, 

the term “pornography” is criticized in relation to children because as its use may have 

an effect of downplaying the seriousness of what truly constitutes sexual abuse and 

exploitation of children.44   

 

10. Self-generated Sexual Content  

 

This term is applied when a child under 18 years old captures sexual image or video of 

her/himself. Although these pictures may be captured willingly by the child, it is 

important to refer that it does not mean that they are responsible or consent to the 

distribution of the material. Therefore, this term makes it abundantly clear that the content 

or material is child-oriented, sexualized (apart from indecent, which may entail a more 

subjective value judgement), and self-generated (whether illegal or not, and whether 

coerced or not).45 

 

11. Live Online Child Sexual Abuse 

  

The Lanzarote Convention (2007) describes various forms of “use” of children and 

mandates that State Parties criminalize a number of offenses involving a child’s 

                                                        
43 United Nations Office on Drugs and Crime (2015) Study on the Effects of New Information Technologies 
on the Abuse and Exploitation of Children. Rep. New York. Page 10. 
44 D. Frange. et al. (2015). The Importance of Terminology Related to Child Sexual Exploitation. Journal 

of Criminal Investigation and Criminology, vol. 66, no. 4. Pages 291-299. 
45 Interagency Working Group. (2016). Terminology Guidelines for the Protection of Children from Sexual 

Exploitation and Sexual Abuse. Luxembourg: Publications Office of the European Union. Page 44. 
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participation in pornographic performances, including coercing a child into participating 

in such performances, recruiting a child to participate in such performances, and profiting 

from or otherwise utilizing a child for such purposes.46 

In the EU Directive 2011/93 a “live exhibition aimed at an audience, including by means 

of information and communication technology, of (i) a child engaged in real or simulated 

sexually explicit conduct; or (ii) the sexual organs of a child for primarily sexual 

purposes” is included in the Directive’s definition of “pornographic performance” in 

Article 2(e).47 

The practice of live online child sexual abuse is on the increase and is associated with 

both the sexual exploitation of children through prostitution and sexual performances, as 

well as the creation of materials that depict child sexual abuse. In this area, there has not 

been enough criminalization because there is not a distinct definition of these practices 

as crimes.48 Additionally, it might fit the United Nations (UN) OPSC description of “child 

prostitution” as “the use of a child in sexual activities for remuneration or any form of 

consideration” (Article 2(b))49. 

 

12. Live Streaming of Child Sexual Abuse (LSCSA) 

 

International, regional, and national legal documents do not expressly refer to LSCSA. 

However, under the sections of legal documents that forbid  the “participation of a child 

in pornographic performances”, this type of conduct may be criminalized.50 For example, 

Article 2(e) of  the EU Directive 2011/93 defines “pornographic performance” as “a live 

exhibition aimed at an audience, including by means of information and communication 

technology, of […] a child engaged in real simulated sexually explicit conduct […] or the 

                                                        
46Council of Europe (2007) Council of Europe Convention on the Protection of children against sexual 
exploitation and sexual abuse (Lanzarote Convention), 12 July 2007, CETS No:.201. 
47 European Union. (2011). Directive 2011/93/EU of the European Parliament and of the Council of 13 

December 2011 on Combating the sexual abuse and sexual exploitation of children and child pornography 

and replacing Council Framework Decision 2004/68/JHA. Article 2(e).  
48 International Centre for Missing and Exploited Children. (2016). Child Pornography: Model Legislation 

and Global Review, 8th Edition. Page 2.  
49 UN General Assembly, Optional Protocol to the Convention on the Rights of the Child on the Sale of 

Children, Child Prostitution and Child Pornography, 16 March 2001, A/RES/54/263. Article 2(b).  
50 UNODC. (2020). Online Child Sexual Exploitation and Abuse, Teaching Module Series: Cybercrime. 

Module 12: Interpersonal Cybercrime. Available at: https://www.unodc.org/e4j/en/cybercrime/module-

12/key-issues/online-child-sexual-exploitation-and-abuse.html  

https://www.unodc.org/e4j/en/cybercrime/module-12/key-issues/online-child-sexual-exploitation-and-abuse.html
https://www.unodc.org/e4j/en/cybercrime/module-12/key-issues/online-child-sexual-exploitation-and-abuse.html
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sexual organs of a child for primarily sexual purposes”.51 Also, pursuant to Article 21, 

paragraph 1, of the Lanzarote Convention, “recruiting a child into participation in 

pornographic performances or causing a child to participate in such performances; […] 

the coercing of a child into participating in pornographic performances or profiting from 

or otherwise exploiting a child for such purposes; […] and knowingly attending 

pornographic performances involving the participation of children” is to be 

criminalized.52   

 

13. Solicitation of Children for Sexual Purposes / Grooming  

 

The Lanzarote Convention (2007) is the first international legal document to define 

grooming. It describes the practice as “solicitation of children for sexual purposes”.53 

Article 23 stipulates that State Parties shall criminalize “the intentional proposal, through 

information and communication technologies, of an adult to meet a child who has not 

reached the age set in application of Article 18, paragraph 2, for the purpose of 

committing any of the offences established in accordance with Article 18, paragraph 1(a), 

or Article 20, paragraph 1(a), against him or her, where this proposal has been followed 

by material acts leading to such a meeting”.54 

The EU Directive 2011/93, following the Lanzarote Convention on preventing child 

sexual abuse, child sexual exploitation, and child pornography, also defines “solicitation 

of children for sexual purposes” in Article 6 as “ the proposal, by means of information 

and communication technology, by an adult to meet a child who has not reached the age 

of sexual consent, for the purpose of committing any of the offences referred to in Article 

3, paragraph 4 and Article 5, paragraph 6, where that proposal was followed by material 

acts leading to such a meeting”55. The offences included are the engagement “in sexual 

                                                        
51 European Union. (2011). Directive 2011/93/EU of the European Parliament and of the Council of 13 

December 2011 on Combating the sexual abuse and sexual exploitation of children and child pornography 

and replacing Council Framework Decision 2004/68/JHA. Article 2(e). 
52 Council of Europe (2007) Council of Europe Convention on the Protection of children against sexual 

exploitation and sexual abuse (Lanzarote Convention), 12 July 2007, CETS No:.201. Article 21, paragraph 

1.  
53 Council of Europe (2007) Council of Europe Convention on the Protection of children against sexual 

exploitation and sexual abuse (Lanzarote Convention), 12 July 2007, CETS No:.201, Article 23.  
54 Council of Europe (2007) Council of Europe Convention on the Protection of children against sexual 

exploitation and sexual abuse (Lanzarote Convention), 12 July 2007, CETS No:.201, Article 23. 
55 European Union. (2011). Directive 2011/93/EU of the European Parliament and of the Council of 13 

December 2011 on Combating the sexual abuse and sexual exploitation of children and child pornography 

and replacing Council Framework Decision 2004/68/JHA. Article 6. 
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activities with a child who has not reached the age of sexual consent”56 and the 

“production of child pornography”57. 

In the context of CSEA, grooming is defined by relevant dictionaries as the act of 

“preparing or training (someone) for a particular purpose or activity” and as “(a 

pedophile) prepare (a child) for a meeting, especially via an Internet chat room, with the 

intention of committing a sexual offence”58 or “the criminal activity of becoming friends 

with a child, especially over the Internet, in order to try and persuade the child to have a 

sexual relationship”.59  

There does not seem to be any linguistic justification or other justification for restricting 

the definition of soliciting children for sexual purposes to actions where a physical, in-

person meeting has been attempted and/or taken place. The solicitation of children for 

sexual activity, which is on the rise online, has the potential to result in detrimental sexual 

activity for the child even if it never happens offline. Similar to this, solicitation / 

grooming can take place entirely offline, though they are frequently facilitated by ICTs, 

such as phone or text communication. Soliciting a child to provide, for example, sexual 

images of him/herself is a component of this practice. As a result, the definition of 

“soliciting children online for sexual purposes” must include the following elements: (i) 

contacting a child; (ii) if online, through ICTs; (iii) with the intention of luring or inciting 

the child; and (iv) to engage in any kind of sexual conduct by any means, whether online 

or offline.60 

 

 

 

 

 

 

                                                        
56 European Union. (2011). Directive 2011/93/EU of the European Parliament and of the Council of 13 

December 2011 on Combating the sexual abuse and sexual exploitation of children and child pornography 

and replacing Council Framework Decision 2004/68/JHA. Article 3, paragraph 4. 
57 European Union. (2011). Directive 2011/93/EU of the European Parliament and of the Council of 13 

December 2011 on Combating the sexual abuse and sexual exploitation of children and child pornography 
and replacing Council Framework Decision 2004/68/JHA. Article 5, paragraph 6. 
58 See: Oxford English Dictionary Online. (2019). Oxford University Press.  
59 See: Cambridge Advanced Learner’s Dictionary. (2003). Cambridge University Press.  
60 Interagency Working Group. (2016). Terminology Guidelines for the Protection of Children from Sexual 

Exploitation and Sexual Abuse. Luxembourg: Publications Office of the European Union. Page 51.  
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III. Criminological Approach to Online Child Sexual Exploitation and Abuse 

 

Child sex offenders can now communicate with potential victims anywhere in the world, 

post pictures of their abuse, and support one another in committing more crimes than ever 

before.61 Modern technology enables these criminals to remain anonymous, hide their 

digital footprints, assume different identities, pursue numerous victims simultaneously 

and track their movements. Children are now more accessible than ever due to unsecured 

social media profiles and online game forums and due to the increased use of mobile 

devices and increased access to the Internet.62 Before expanding the conversation to video 

and photo-sharing platforms, offenders frequently start grooming their victims online and 

gain a child’s interest and trust.63 CSEA offences were not created by the Internet, but 

have significantly been altered by the Internet in two ways: it has facilitated the already 

existing forms of the crime and created entirely new forms. For example, LSCSA is one 

of the most recent types of CSEA enabled by the use of the Internet.64  

 

1. Victimization Risk Parameters  

 

There are some risks involved for children who use the Internet, but not all children face 

the same degree of risk. In fact, some children are inherently more likely to become 

victims than others.65 This is because some people are more vulnerable to suffer harm 

than others. Children who are more vulnerable offline are also more vulnerable online 

and children who report more dangers offline also report more dangers online.66 The 

children who are most vulnerable to online risks include girls, children from low-income 

households, children in communities with a limited understanding of different forms of 

sexual exploitation and abuse, children who are uneducated and children who face mental 

                                                        
61 UNICEF. (2017). The State of the World's Children 2017: Children in a Digital World, UNICEF Division  

of Communication. Page 76.  
62 Kara Özçalık, C. and Atakoğlu, R. (2020) Online child sexual abuse: prevalence, victims and offenders  

features, Journal of Psychiatric Nursing. Page 79. 
63 Europol. (2016). Internet Organized Crime Threat Assessment (IOCTA) 2016, Publications Office of the 

European Union. Available at: https://www.europol.europa.eu/iocta/2016/online-child-exploit.html. Page 

24.  
64 United Nations Office on Drugs and Crime (2015) Study on the Effects of New Information Technologies 

on the Abuse and Exploitation of Children. Rep. New York. Page 15.  
65 Hanson, E., (2016) Exploring the relationship between neglect and child sexual exploitation: Evidence 

Scope 1. Research in practice. Page: 2. Available at: 

https://www.basw.co.uk/system/files/resources/basw_54643-4_0.pdf  
66 UNICEF. (2017). The State of the World's Children 2017: Children in a Digital World, UNICEF Division  

of Communication. Page 80. 
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health problems.67 Children are also at risk from unsupervised computer access and 

naivety. Those situations that could make it more likely that children will be victims of 

certain crimes constitute risk variables. Such elements may be related to the child’s family 

and social environment, or to the traits or actions of the young victims themselves. Risk 

factors are not absolute and can only be inferred after the fact through correlations 

between them and victimization outcomes across different child groups. Protective 

factors that relate to conditions that lessen the possibility of victimization, such as a safe 

environment, may balance out risk factors.68  

 

a) Gender and Sexual Orientation  

 

Gender has a variety of effects on child sexual abuse in both the offline and online worlds. 

Although males are increasingly at risk as well, previous research on CSEA have shown 

that girls make up the majority of victims.69 Nonetheless, while girls are more likely to 

be depicted than boys, studies looking at existing CSAM have revealed that the content 

showing boys is frequently more obscene.70 Male victimization may be more common 

than it is generally acknowledged, particularly in light of the fact that boys may frequently 

be unwilling to report their abuse due to the stigma attached to both experiencing abuse 

and engaging in same gender sexual relationships.71 In fact, boys are most frequently 

harmed by exposure to improper content. One of the reasons for this is that boys are more 

prone than girls to play video games, so they are more likely to encounter the violence 

and occasionally gendered content that is typical of the online gaming environment.72 

Moreover, young men who look for specific types of pornography may discover that their 

searches turn up more explicit and violent content than they anticipated. Yet, when it 

comes to sexually explicit self-generated content and CSAM delivered by perpetrators as 

                                                        
67 UNICEF. (2017). The State of the World's Children 2017: Children in a Digital World, UNICEF Division  

of Communication. Page 80.  
68 United Nations Office on Drugs and Crime (2015) Study on the Effects of New Information Technologies 

on the Abuse and Exploitation of Children. rep. New York. Page 23.  
69 Kara Özçalık, C. and Atakoğlu, R. (2020) Online child sexual abuse: prevalence, victims and offenders  

features, Journal of Psychiatric Nursing. Page 79. 
70 Quayle, E. and Jones, T. (2011) Sexualized images of children on the Internet. Sexual Abuse, 23(1), 7-

21; ECPAT International. (2018). Trends in online child sexual abuse material. Pages 12-13. 
71 Gagnier C., Collin-Vézina D. (2016). The disclosure experiences of male child sexual abuse 
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part of a grooming process, girls may be exposed to a higher proportion of harmful 

content.73 

 

LGBTQIA+ youth may be more likely to be solicited online and may get exposed to more 

online sexual harms, cyberbullying or other forms of harassment.74 Gay boys or boys who 

are questioning their sexuality may be more likely than other children to participate in or 

be the victim of internet-initiated sex crimes.75 

 

b) Age  

 

The majority of people are unaware that child sexual abuse also means the abuse of very 

young children, including babies.  Depending on the child’s age, they may be more or 

less vulnerable to online sexual exploitation and abuse. In the household or in a 

relationship where there is a position of trust, younger children, for instance, are 

particularly susceptible to be abused by an adult or older peer. Teenagers, on the other 

hand, are frequently exposed to a greater variety of threats from abusers outside the 

family, especially from offenders in the digital domain.76 

 

The 2022 IWF Annual Report shows that the most reported imagery of sexual abuse of 

children (58%) portraits children aged 11 to 13 years old. Nonetheless, compared to 2021, 

there was a 13% increase of child sexual abuse Uniform Resource Locators (URLs) listed 

by IWF of CSAM portraying children aged 7 to 10 years old.77 On public and semi-public 

internet forums, adolescents are more inclined to upload explicit or suggestive 

photographs of themselves, despite the fact that they may lack the maturity to identify 

danger and leave the internet forum.78  
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c) Previous Abuse and Broken Families 

 

The probability of victimization is increased by past abuse and dysfunctional families, 

particularly when it comes to the commercial sexual exploitation of children. According 

to a study conducted in 201879, from a group of 135 young victims, 97,8% of the ones 

that were physically abused after being groomed were from low socioeconomic 

backgrounds.80 It has been demonstrated that children from households with 

unemployment, lower socioeconomic level, or immigrant backgrounds engage in more 

sexual conduct online. In addition, it has been noted that children who are not 

socioeconomically disadvantaged but who have felt excluded due to early traumatic life 

events are more likely to engage in online sexual activity for monetary gain. These 

children experience a sense of belonging in online communities, and the online sexual 

behavior manifests as a modified form of self-harm.81 Also, children who have 

experienced abuse in the past may struggle with low self-esteem or a feeling of shame 

and loneliness that offenders can exploit.82  

 

d) Risky Online Behavior 

 

One important aspect that influences the level of exploitation experienced is the extent to 

which children engage in unsafe online behavior and disregard privacy and cybersecurity. 

Children who exhibit dangerous behavior both online and offline are more likely to be 

exploited.83 Young people who engage in risky or aggressive online behavior, such as 

posting rude comments in online forums, visiting pornographic websites, or opening 

material they receive from strangers through Peer-to-Peer (P2P) networking sites, tend to 

receive more explicit invites when it comes to cyber-enticement, solicitation, or 

grooming.84 Although some technologies can be used for solicitation more easily than 
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others, such as sites that do not require registration, the danger of solicitation seems to be 

more strongly correlated with psychological characteristics and risky behavior and not as 

much with any specific technical platform.85  

 

The Internet gives children the chance to create a separate identity/persona from their 

social profiles, which are intricately linked to their real-world identities. This gives them 

the freedom to be anyone they want online and potentially take chances they would not 

otherwise be able to.86 For instance, the emergence of online gaming has created a 

relatively new avenue of access for victims. Internet games are made to keep players 

interested in the game for an extended period of time and can be adrenaline charged with 

violent representations. Many players develop attachment issues with points or other 

indicators of gaming success, which has even resulted in instances where children have 

committed suicide after losing such markers.87 Some players, including young people, 

become addicted to online gaming and start to prefer their fast-paced virtual life to their 

reality. Online gaming forums, as well as other internet forums, lack the social signs that 

would often warn young people about unwanted advances. Online players can also alter 

their social standing by associating with virtual friends. Offenders may take advantage of 

this situation by offering to assist children with their gaming skills in exchange for sexual 

meetings either online or offline, by starting a relationship with the intention of 

performing such actions in the future.88  

 

2. Profile of the Offenders  

 

The Internet is a valuable tool for online child sex offenders. While there are offenders 

who use it to groom children, others use it to network with like-minded people or to 

commit non-contact crimes like downloading CSAM.89 Because many online offenders 
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avoid law enforcement identification, there is not a lot of information about the 

demographic, psychological, and Internet usage habits of these offenders. Also, the lack 

of distinction between online-only offenders, contact-only offenders, and mixed 

offenders, the limited sample sizes, and the dependence on convenience samples from 

forensic settings rather than the broader community, are some other significant flaws in 

the literature on child sex offenders.90  

 

Before exploring some of the main characteristics of the offenders it is important to 

explain the respective terminology used in scholarly works. Contact offender / Perpetrator 

is a term that is mostly used for child sexual abuse offenders who engage in offences 

against children that involve direct physical contact. Dual offenders, being offenders or 

perpetrators who engage in child sexual abuse both online and offline. The same term 

also includes those who commit contact offenses with an online component, such as 

online solicitation that results in a face-to-face meeting.91 The term ‘online sex offender’ 

refers to a variety of situations and offences. First, it compromises those who download, 

access, or distribute CSAM.92 It is also used for those who approach and groom children 

online with the ultimate goal of meeting them offline for sexual exploitation. This 

category includes criminals who attempt to coerce children into sexually harmful 

behaviors like masturbation, viewing pornographic content, sending pornographic images 

of themselves, or, as the most recent trends indicate, participating in live streaming of 

sexually harmful behaviors.93  

 

There is a subset of hyperconfident individuals who are more open about their personal 

details and may even disclose their sexual intentions to the children from the beginning 

of the interaction, despite the fact that the majority of online perpetrators lie about their 

true intentions. On the other hand, abusers who are extremely cautious are the most 
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difficult to identify because they avoid providing any information that could reveal their 

identity or motives.94 

The most frequent aggressive online sex solicitations involve calling a child on the phone 

(34% of cases), visiting a child in their home (18% of cases), giving a child money, gifts, 

or other items (12% of cases), sending offline mail to a child (9% of cases), asking to 

meet a child (7% of cases), and purchasing travel tickets for a child (3% of cases).95  

 

a) Gender 

 

While both men and women may engage in CSEA, and although their roles often vary 

depending on the specific action involved, male offenders often make up the majority of 

those who engage in conduct related to online CSEA.96 Since men are typically better 

able to employ physical force to kidnap victims and use violence to demand obedience, 

they tend to be more involved in the “practical” components of child exploitation and 

abuse. Men may also create false emotional attachments with young victims in order to 

enlist them in their exploitation. Women, on the other hand, may, more frequently, 

operate commercial operations that sexually exploit children, and may also occasionally 

recruit victims by establishing “friendships” and gaining their trust.97  

 

b) Age  

 

Both adults and adolescents have the potential to sexually abuse children, their age 

typically varies from 18 to 55 years old, but they can be younger or older than that.98 

According to a study carried out in 201299, there was no statistically significant difference 
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in age between the three subgroups of online-only offenders, contact-only offenders, and 

dual offenders. The average age of offenders of online-facilitated child sexua was 41 

years old. Similarly, another study conducted in 2014100 reported that the offender age 

ranged between 25 and 50 years old. Also, a study carried out in 2016101 suggested that 

the differences in the ages of the sample of offenders who recruited children online for 

sexual activities were due to the gender of the victim, meaning that offenders targeting 

female victims were younger (average age being 29) than the offenders targeting male 

victims (average age being 41).102 

 

c) Other Characteristics  

 

Offenders of online child sexual abuse tend to be Caucasian men, European descent and 

tend to have a good education. Also, according to research on the marital status of CSAM 

offenders, the majority of offenders (about 45%) are single, another 28% are married, and 

the other 27% are divorced or separated.103 The comfort and skill with which offenders 

use technology may be related to the fact that offenders of child sexual abuse generally 

have relatively high levels of education.104 Also, there is a potential link between criminal 

offenders and experiences of emotional, physical, or sexual abuse as children, as well as 

weak parental bonding.105 Abusers, both offline and online, are more likely than the 

general population to have undergone physical and sexual abuse themselves.106 Children 

who watch and experience violence, including domestic abuse, appear to have a 

heightened change of later taking part in sexual abusive behavior. It could be that these 

“experiences of physical violence and the breaching of personal boundaries by assault 
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may in some way give permission for the young person to go on to inflict sexual violence 

on another child”.107 Moreover, offenders who engage in online-enabled child sexual 

abuse are less likely than contact-only offenders to have criminal records, prior 

convictions, or antisocial histories.108 

 

d) Technological Sophistications  

 

It’s difficult to comprehend how internet child sexual offenders act and think. This is 

primarily due to the secrecy surrounding these crimes,109 which is a result of the rapid 

growth of ICTs. Email instant messaging and web cameras are just a few of the popular 

technology that criminals use to take advantage of children or to harm children. P2P file-

sharing appears to be a widespread practice among child sex offenders.110 Offenders often 

appreciate the Internet for its availability, affordability, and, perhaps most crucially, its 

anonymity. Rather than being a totally anonymizing technology, the Internet should be 

seen as a pseudo anonymizing one. If the tracer has the time and resources, they can find 

a lot of people online. For instance, Internet Protocol (IP) addresses can be automatically 

logged by software, websites, or peers in P2P file-sharing networks, which might help 

law enforcement locate an offender.111 

 

Social networking sites (SNS) appear to be the preferred setting for online child sex 

abuse.112 In order to create a profile on any SNS, a user must submit certain personal data, 

mainly their name, sex, and age, as well as upload an image of themselves. However, 

because the accuracy of this information is not verified, individuals are free to supply any 

identity-related information they choose, including a false name and a false age. Since 

SNS communication is multimodal and includes text messages, photos, videos and sound, 
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it enables the spread of child abuse content in all conceivable formats, including live 

streaming.113 

 

The never stopping development of the Internet hasn’t allowed for the exact 

determination of behavioral patterns of online sex offenders. That is one of the main 

difficulties when researching about the different ways offenders take advantage of the 

tools provided by the Internet to commit online CSEA. 

 

e) Organized Criminal Groups  

 

Internet organized crime differs from conventional organized crime, which relies on 

physical violence and relationships built on trust. Alternatively, ICTs might enable 

transient networks among offenders who do not have any in-person connections over 

great distance.  

With time the offenders’ goals have changed, moving from curiosity-driven activities to 

mostly financially driven, and they tend to occur in a much more organized and structured 

way.114 Commercial organized criminal networks are known to be involved in the 

production and distribution of CSAM, and, in particular, in markets for commercial child 

sexual exploitation, in the domain of ICT-facilitated child abuse and exploitation.115 

There may be organized criminal organizations working in this type of crime from places 

including South-East Asia, the Commonwealth of Independent States, Mexico, and 

Nigeria.116 Even though there may be some commercial activity, these groups are usually 

primarily concerned with facilitation, sharing, and community-type activities. With the 

use of euphemisms and encouraging words, they can provide members with a validation 

of the legitimacy of abusive behavior and even encourage such behavior. Groups of 

offenders can promote the sharing of information and legalese-avoiding strategies.  

Members may discuss topics such as the usage of encryption to conceal illegal content or 
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servers located in lawless nations that don’t cooperate with international law 

enforcement. Also, members of these organized criminal groups may inform one another 

of ongoing undercover operations.117   

 

f) Offenders Of Live Streaming of Child Sexual Abuse  

 

Offenders of LSCSA have some characteristics and dynamics that are different from the 

offenders of other online CSEA typologies, therefore, the findings regarding LSCSA 

offenders, including offender demographics and enabling platforms are presented in this 

section. Different offender types are distinguished. The individual who watches and pays 

for the LSCSA is frequently described as the perpetrator/offender. The individuals who 

are making the abuse happen by assisting the exploitation and abuse, are referred to as 

facilitators.118  

 

Addressing the characteristics of the offenders, the ages range from 20 to 76 years, with 

an average of 52 years old.119 LSCSA is, most of the times, a crime that has the intention 

of profit for the offenders and, by using machine learning to predict the traits of frequent 

LSCSA offenders, it was discovered that offenders who perform multiple transactions 

had shorter intervals between transactions. The severity of the offence likewise grew 

along with the frequency of transactions.120 High-volume offenders seem to engage in 

more frequent, lower-value transactions. In fact, they are not expected to spend more than 

250 dollars in a single transaction.121 Also, looking at the criminal records of these 
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offenders, it is noticeable that low-harm offences were frequently committed in the past. 

Previous sexual offences were not a reliable indicator of frequent LSCSA.122  

 

The majority of these crimes have been committed online utilizing personal or public 

computers, laptops, tablets, and mobile phones. Additionally, the records reveal that 

widely known platforms including Facebook, Yahoo!, text messages, Skype, and Viber 

are used to start contact via chat as well as to facilitate and view LSCSA.123 Prior to 

streaming, there is frequently online chat used to negotiate the price and the means of 

payment. The price is affected by a number of variables, including the age of the victim, 

the severity of the abuse, the length of the stream, and the number of children involved.124  

 

There are two common ways of how offenders choose their victims: contacting women 

or teenagers online to start a relationship and then asking them for access to children; or 

building relationships with families while traveling. Even though a facilitator is 

frequently involved in this type of abuse, most of the time the perpetrators speak with 

their victims directly.125 Grooming techniques like providing compliments or asking 

inappropriate or personal questions are frequently used. By promising the child’s 

education, the payment of tuition, or the provision of other material in exchange for live 

streaming of the abuse, offenders would establish relationships with the facilitator 

(normally a family member) and the victims.126  
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IV. The Legal Approach to Online Child Sexual Exploitation and Abuse 

 

On this chapter the aim is to analyze the different legal tools that have set the standards 

to regulate online CSEA. It will provide an overview of the gaps and flaws that exist on 

the legislative framework applicable to the specific risks that relate to children using the 

Internet. Therefore, this analysis will go through relevant international law, EU law and 

national law.  

 

1. International Legal Instruments 

 

a) Convention on the Rights of the Child  

 

The CRC, which was adopted by the UN in November 1989, has been ratified by 196 

countries, every member of the UN except for the USA127, making it the most widely 

ratified human rights treaty in history.128 The CRC outlines children’s human rights, 

which prominently include protection from sexual exploitation and abuse. The 18 

independent experts who make up the CRC Committee on the Rights of the Child, which 

was introduced by Articles 43 and 45 of the CRC, oversee how each State Party is 

carrying out the CRC.129  

 

Article 19 CRC  

Article 19130 establishes the obligation of States to protect children from all forms of 

violence, including sexual violence.131 This is the core provision of the CRC when 

discussing the efforts that need to be taken to combat all forms of violence to children.132 
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All harm, including mental violence, every form of exploitation, including sexual 

exploitation, and also unintentional harm, for example, neglect, is included in the 

comprehensive definition of violence.133 This way, the Committee has prevented the use 

of the term ‘violence’ in restrictive ways.134  

 

Article 34 CRC  

Article 34 of the CRC requires that children are protected from all types of sexual 

exploitation and abuse.135 This includes coercing or inducing a child to engage in any 

illegal sexual action, abusing children through prostitution or other illegal sexual 

activities, and abusing children through pornographic acts and materials.  

 

Article 36 CRC 

A comprehensive set of preventive and protective provisions against all types of 

exploitation are outlined in Article 36 of the CRC.136 This provision incorporates other 

Convention Articles, such as Article 19, and Articles 32 to 35 that deal with the 

exploitation of minors occurring in particular settings. The purpose of Article 36 is to 

close any potential gaps in the Convention’s prohibition on the exploitation of children. 

As a result, it broadens the scope of exploitations that minors are to be protected from, 

media exploitation, commercial exploitation, medical experimentation, and children 

exploitation for research of their capacities.137 In addition, the use of the term “shall” in 

Article 36 is meant to indicate that it is mandatory that State Parties take the necessary 

measures to protect children from all forms of exploitation.  They must put in place all 

the necessary measures to respect, safeguard and achieve the right of all children to be 

protected from all types of exploitation, including preventive measures. 

Article 39 CRC 
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This provision stipulates that States offer healing and reintegration in a setting that 

supports the health, self-respect, and dignity of child victims of sexual abuse.138  

 

From these provisions it is important to retain that children shall be protected from every 

form of exploitation, such as sexual exploitation and abuse. Therefore, States have the 

obligation to implement laws and policies that guarantee the protection of children against 

sexual and other forms of exploitation. Also, States must ensure that efficient enforcement 

mechanisms are in place.139 

 

b) Optional Protocol to the Convention on the Rights of the Child on the sale of 

children, child prostitution and child pornography  

 

By broadly ratifying the OPSC, State Parties have decided on new duties in addition to 

those stated in the CRC. This means that the CRC is supplemented by the OPSC which 

has been ratified by 178 countries and sets out specific guidelines for putting a stop to 

CSEA. The OPSC came about as a result of the Commission on Human Rights’ insistence 

that there needs to be a global reaction to the ‘alarming magnitude’ of child sexual 

exploitation.140 In order to implement effective solutions to these pressing issues, it aimed 

to clarify CRC responsibilities with regard to sexual exploitation and impose new 

obligations on State parties.141 The OPSC criminalizes certain actions, such as attempt 

and complicity related to the sale of minors, child prostitution, and child pornography. It 

establishes basic requirements for safeguarding victims in criminal proceedings and 

upholds victims’ rights to look for help. Also, it supports the growth of international 

collaboration as well as the introduction and implementation of extraterritorial laws. 
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Articles 2 and 3 OPSC  

Article 2 sets out the behaviors that the OPSC forbids, and it must be taken into 

consideration together with Article 3, which enumerates behaviors that, as a minimum, 

must be “fully covered” by the criminal laws of State Parties.142  

The term “child” is not specified in the OPSC, but as it is an optional protocol to the CRC, 

the definition is in line with the relevant clause in the CRC and for that it means “every 

human being below the age of eighteen years”143. The inclusion of non-visual ways, as 

text and sound, into the behaviors enumerated in Article 3 makes the definition of CSEA 

incredibly extensive and effective. However, it excludes cases in which the victim is made 

to look to be a minor or cases of virtual child pornography,144 which is the creation of 

altered or blended electronically made photographs of children engaging in sexual 

activity online.145 Such visuals provide the impression that children are truly participating 

due to their realism. Even though this definition of CSEA encompasses the majority of 

pornographic material, nude or semi-nude images that display children in sexually 

suggestive poses without exposing their genitalia (“erotic posing”)146 are not included. 

Conversely, “explicit erotic posing”147, namely images that focus on the genitals of the 

children and in which the child is either completely or partially dressed, is prohibited by 

the provision. 

According to Article 3, a State Party “must ensure” that, “at a minimum”, the enumerated 

behaviors, are “fully covered” by criminal law.148 Article 3’s terminology (“at a 

minimum”) places State parties under a particularly strict obligation. However, it does 

not limit the scope of criminalization, meaning that State parties are free to take further 

steps in addition to the behaviors enumerated on the OPSC. Therefore, “at a minimum”, 

Article 3, paragraph 2, requires State Parties to criminalize the sale of children, child 

prostitution and child pornography and, also, State Parties are required to criminalize the 

attempt to commit any of the acts enumerated in paragraph 1 of Article 3, as well as the 
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collaboration or participation in any of those acts. This must be done in conformity with 

the legal guidelines that each State has regarding attempt, complicity, and participation. 

According to Article 3, paragraph 3, suitable sanctions that take into consideration the 

seriousness of the actions must be used to punish the offenders that commit or attempt to 

commit the offenses listed by the OPSC or in some way participate in those offences.149   

 

Article 7 OPSC 

According to this provision, State Parties are required to take action, subordinating to the 

limitations of their national laws, to close down locations utilized for such activities as 

well as to provide for the seizure of instruments used to conduct or facilitate the offences 

covered by the Protocol as well as confiscate proceeds from such offenses.150 All the 

offences covered by the OPSC fall under the obligation portraited in Article 7, including 

the offences of attempt and complicity mentioned in Article 3.151 

 

Articles 8, 9 and 10 OPSC  

Article 8 deals with victim protection, Article 9 is about prevention, and Article 10 is 

about international collaboration.152 Article 8 includes 10 provisions related to the support 

that child victims are entitled to have, together with one provision related to the rights of 

those who work with child victims. And, also, a last provision that protects the right to a 

fair trial for those who have been accused of an action described in the OPSC.153 

Regarding prevention, which is the main subject of Article 9, the Committee on the Rights 

of the Child emphasizes the need for a comprehensive strategy that has in consideration 

the root causes that make children more vulnerable to being victims of sale, prostitution 
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or pornography.154 Such causes include poverty and unstable environments.155 

International assistance and collaboration, which is the subject devoted in Article 10, is 

particularly encouraged by the Committee on the Rights of the Child that sees it as 

essential to the implementation of the OPSC.156  

 

2. European Legal instruments 

 

a) Budapest Convention  

 

The Council of Europe Convention on Cybercrime157, known as the Budapest Convention 

(BC), is the most relevant international convention on cybercrime and electronic 

evidence.158 Its main objectives are to harmonize domestic substantive legal elements of 

offenses and related provisions in the domain of cybercrime, to give criminal justice 

authorities procedural tools to use electronic evidence in connection to any crime, and to 

engage in effective international cooperation.159 Criminal offenses are covered in the 

BC’s first section, which provides standard definitions. These offenses can be divided 

into 4 groups. The first group defines offenses against the confidentiality, integrity and 

availability of data or computer systems (Article 2 to Article 6 of the BC) , the second 

group includes computer-related offences (Articles 7 and 8 of the BC), the third group 

entails content-related offences (Articles 9 of the BC) , and the fourth and final group 

refers to offenses that involve the infringement of intellectual property and related rights 

(Article 10 of the BC).160  The BC is available for signing by the Member States and the 

non-Member States, as well as for accession by additional non-Member States. It is thus 

                                                        
154 UN Committee on the Rights of the Child (CRC) UN Committee on the Rights of the Child: Concluding 

Observations, Morocco, 17 March 2006, CRC/C/OPSC/MAR/1. Paragraphs 34-35.  
155 UN Committee on the Rights of the Child (CRC) UN Committee on the Rights of the Child: Concluding 

Observations, Morocco, 17 March 2006, CRC/C/OPSC/MAR/1. Paragraphs 32-33. 
156 UNICEF. (2020). Handbook on the optional protocol on the sale of children, child prostitution and child 

pornography. UNICEF Innocenti Research Centre. Page 16. Available at: 

https://www.unicef.org/media/66806/file/Handbook-Optional-Protocol.pdf  
157 Council of Europe Convention on Cybercrime, CETS No.185, Budapest, 23.XI.2001.  
158 Seger, A. (2016). The Budapest Convention on Cybercrime: A Framework for Capacity 

Building, Global Forum on Cyber Expertise. Available at: https://thegfce.org/the-budapest-convention-on-

cybercrime-a-framework-for-capacity-

building/#:~:text=The%20Budapest%20Convention%20is%20a,more%20effective%20and%20subject%
20to  
159 Councill of Europe (2001) Explanatory Report to the Convention on Cybercrime, European Threat 

Series – No.185, Budapest. Section 16. 
160 Csonka, P. (2006). The council of europe’s convention on cyber-crime and other European initiatives. 

Érès. Volume 77. Page 483. 

https://www.unicef.org/media/66806/file/Handbook-Optional-Protocol.pdf
https://thegfce.org/the-budapest-convention-on-cybercrime-a-framework-for-capacity-building/#:~:text=The%20Budapest%20Convention%20is%20a,more%20effective%20and%20subject%20to
https://thegfce.org/the-budapest-convention-on-cybercrime-a-framework-for-capacity-building/#:~:text=The%20Budapest%20Convention%20is%20a,more%20effective%20and%20subject%20to
https://thegfce.org/the-budapest-convention-on-cybercrime-a-framework-for-capacity-building/#:~:text=The%20Budapest%20Convention%20is%20a,more%20effective%20and%20subject%20to
https://thegfce.org/the-budapest-convention-on-cybercrime-a-framework-for-capacity-building/#:~:text=The%20Budapest%20Convention%20is%20a,more%20effective%20and%20subject%20to


 42 

the most often utilized multilateral legal tool for creating cybercrime laws. As of this 

moment, the Convention has been ratified by 68 nations.161 

 

Article 9 BC  

This provision aims to increase safety for children, especially regarding sexual 

exploitation, by updating criminal law to better prohibit the use of computers in the act 

of sexual offenses against children.162 The definition of “pornographic material” in 

Article 9, paragraph 2, is related to the categorization of materials as obscene, conflicting 

with public morality, or accordingly corrupt.163 Therefore, content that has aesthetic, 

medicinal, scientific, or other merits may not be deemed pornographic. In terms of Article 

9, paragraph 2(b) and (c), the BC definition of ‘child pornography’ exceeds the 

requirements of the OPSC since it also covers pornography that is either virtual or just 

purports to depict children engaging in sexually explicit behavior.164 Contrary to the 

OPSC definition of ‘child pornography’, Article 9, paragraph 2 of the BC only applies to 

visual images of child pornography, excluding all other forms of child pornography, such 

as audio or text. The Convention leaves the interpretation of Article 9, paragraph 3, which 

refers to the definition of the term ‘minor’, up to the Member States allowing State Parties 

to determine an age limit that must not be less than 16 years old.165 Nevertheless, by 

allowing such choice, the sense of accordance with the definition of the term ‘child’ gets 

more difficult. 

Also, while the possession of child pornography in a computer system or the mere access 

to it though a computer system is not criminalized on Article 3, paragraph 1(c) of the 

OPSC 166,  the BC, on its Article 9, paragraph 1(d) and (e) criminalizes such actions. 

Child pornography has moved from the offline to the online worlds. Nevertheless, 

Art.9(1) BC only criminalizes the creation of child pornography with the intention of 

disseminating it over a computer system, because the majority of the States already 
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criminalized the traditional creation of child pornography and the exchange of child 

pornography in physical form.167 This means that Article 9, paragraph 1(a) of the BC does 

not apply to either of those acts. In order to safeguard individual rights (such as freedom 

of expression and freedom of the arts), a certain behavior should not be classified as “child 

pornography” if it serves a legitimate purpose and has a significant literary, aesthetic, 

political, or scientific value for children.168  

 

Article 11 BC 

This provision criminalizes aiding and abetting in the conduct of any child pornographic 

offenses, attempting to distribute or transmit child pornography, and creating child 

pornography for the purpose of dissemination over a computer network.169 According to 

Article 11, paragraph 1, parties are required to criminalize the act of adding or abetting 

the commission of the offenses established in Articles 2 to 10 of the BC. Although one 

of the flaws of these provision is that it does not require service providers to monitor the 

content uploaded by its users, it is important to notice that a service provider that assists, 

as a conduit, the exchange of child pornography through the Internet and does not have 

the criminal intention to do so, under this provision, cannot be liable for aiding the 

criminal act.170. Regarding the criminalization of attempting to commit an offence related 

to child pornography, Article  11, paragraph 2 only criminalized the offences defined in 

Article 9, paragraph 1(a) and (c) of the BC, because the other offences were difficult to 

consider as a possible attempt, for example, the offence of offering or making available 

child pornography (Article 9, paragraph 1(b) of the BC).171 Nonetheless, under Article 

11, paragraph 3, a Party has no obligation to criminalize attempt, it can decide the 

offences, if any, to which it will attach the criminalization of attempt172, which, in reality, 

takes all of the strength of Article 11, paragraph 2.  
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b) Lanzarote Convention  

 

The most extensive worldwide legislative framework on the protection of children against 

sexual exploitation and abuse is the Council of Europe Convention on the Protection of 

Children against Sexual Exploitation and Sexual Abuse, generally known as the 

Lanzarote Convention (LC).  Since its signature in 2007, the LC emphasizes protecting 

children’s best interests by preventing abuse and exploitation, providing assistance to 

victims, punishing offenders, and encouraging collaboration between local and 

international law enforcement.173 In fact, the LC requires the criminalization of all types 

of sexual offences committed against children, whether offline or online. With the help 

of the Convention, behaviors like LSCSA and online grooming are now criminalized. 

The LC is available for signing by Member States, by non-Member States that have 

participated in its development, by the EU, and is open for accession by additional non- 

Member States.174 All 46 of the Council of Europe’s member states have signed it and 

ratified it.175  

 

Article 20 LC 

The term “minor” shall encompass all people who are less than 18 years old, in 

accordance with Article 3(a) of the LC.176 Also, according to the LC, images of “erotic 

posing” are not included in the definition of “sexually explicit conduct”. 177  

The crimes involving child pornography, enumerated in Article 20 of the LC, are nearly 

entirely consistent with the Budapest Convention’s Article 9. However, because it also 

criminalizes, on its Article 20, paragraph 1(f), the intentional access to child pornography 

though computer systems, the LC is more exhaustive. As a result, this provision also 

applies to child pornography that is streamed online rather than downloaded. It enables 
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law enforcement organizations to bring charges against criminals in situations when they 

may demonstrate that the offender visited a website but did not download any content. 

Therefore, Article 20(1) LC offers the most complete list of offences regarding child 

pornography. Furthermore, unlike Article 9 BC, which restricts the application of the 

provision to ICTs, Article 20(1) LC extends coverage to conduct unrelated to computer 

networks.  

Article 20(3) of the LC gives Parties the possibility of making reservations regarding 

paragraph 1(a) and (e) of the LC. Therefore, Parties are not obliged to criminalize the 

production or possession of child pornography, when such images are produced or 

possessed with the consent of the child depicted and only for the use of the possessor 

him/herself.178 Such provision is considered to make the LC particularly creative and 

advanced, as it might be seen as a response to an issue: the prosecution of consensual 

“sexting” between children. Combining the terms “sex” and “texting”, this phrase refers 

to the digital recording of sexually suggestive or explicit photographs and their 

distribution via mobile phone messaging, internet messengers, social networks, etc.179 

Therefore, international law prohibition on child pornography may result in the 

prosecution of children for actions that must be seen as typical of young people 

discovering their sexuality. In light of this, Article 20(3) of the LC gives Member States 

the option of including an exemption provision in their national law to avoid the 

prosecution of children for consensual sexting under the child pornography provision. 

The fact that children have sex and participate in sexual behavior that is channeled 

through modern communication technologies is a reality in many countries, which is 

taken into consideration by this exception provision.180 If the target of the protection 

clause, the children, were made the offender for engaging in sexual experimentation, the 

goal of the child pornography regulations, which is to protect children from exploitation 

and abuse, would be seen as meaningless.  
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Article 23 LC 

The solicitation of children for sexual purposes/grooming is criminalized in Article 23 of 

the LC.181 Firstly, it should be highlighted that grooming is only illegal if the child has 

not achieved the legal age of consent to sexual activity. In addition, there has to be a 

“material act” that triggers the encounter. A broad explanation of the contrast between 

preparatory activities and their criminalization in law must be given in order to 

comprehend this addition. Criminal law’s fundamental principle is that as long as a 

conduct does not cross the line into being an attempted crime, it is not criminalized. 

Preparatory activities are, therefore, often not regarded as having met the bar for 

prosecution. Article 23 of the LC requires that the adult proposes to meet the child and 

establishes the purpose of such meeting as sexual involvement with the groomed child.182 

The aim of this provision is prevention of over-criminalization and the possibility that 

such a criminal provision is unconstitutional since simple (sexual) online communication 

with a child, is a preparatory activity and is further protected by the freedom of 

expression. The phrase “material act” is defined in Section 160 of the LC Explanatory 

Report as a specific action, such as the offender showing up at the designated meeting 

location.183  

 

c) Directive 2011/93/EU 

 

The EU harmonizes the criminal offenses related to sexual abuse of children, sexual 

exploitation of children, child pornography, grooming, and sex tourism under Directive 

2011/93/EU that replaced the Council Framework Decision 2004/68/JHA.184 The 

Directive establishes minimum harmonization provisions regarding the offences that 

State Parties should incorporate in their domestic law. Such offenses can be organized 

into four groups: sexual abuse of children (Article 3), sexual exploitation of children 

(Article 4), child pornography (Article 5) and grooming (Article 6). Also, the Directive 
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contains standards for the maximum duration of imprisonment that each Member State 

should incorporate in their domestic law185 and tries to stop child sex offenders who have 

previously been found guilty of a crime from engaging in professional activities that 

require regular contact with children.186 In addition, the Directive mandates that Member 

States take down websites with child sexual abuse content stores on their territory or in 

non-Member States and, if necessary, prohibit access to these sites inside their borders in 

order to reduce the spread of such material online.187  

Overall, the Directive offers more specific standards for criminal law involving the sexual 

abuse and exploitation of minors than did the LC188 and emphasizes the need for effective, 

appropriate, and dissuasive punishments for types of sexual abuse and sexual exploitation 

of minors made possible by the use of ICTs.189  

 

Article 6 EU Directive 2011/93/EU 

Article 6, paragraph 1, criminalizes the recruitment of children for sexual activity and 

establishes that this offense must be punishable for a maximum time of imprisonment of 

at least 1 year.190 The grooming of minors for the purpose of engaging in sexual activity 

with a child who has not reached the age of sexual consent (Article 3, paragraph 4 of the 

Directive), or the creation of child pornography (Article 5, paragraph 6 of the Directive) 

are both prohibited under Article 6, paragraph 1. The latter further stipulates that some 

tangible action must have preceded the meeting in question, which is similar to what is 

established in Article 23 of the LC. There are some implementation issues regarding the 

transposition of Article 6, paragraph 2 of the Directive by Member States (excluding 

Denmark). For example, in Czech Republic, whether the action was an attempt, or an 
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actual completed act does not change the punishment that may be determined, it is always 

punished as a completed criminal offence. However, in the Netherlands, the maximum 

penalty applicable to these criminal offences is reduced by one third if it is a case of 

attempt.191 

 

Article 25 Directive 2011/93/EU 

Determining whether to add a requirement for Member States to prohibit websites that 

contain or disseminate child pornography was an issue during the legislative process of 

the Directive.192 However, what was established in the final version of the Directive, on 

its Article 25 was that Member States must take the appropriate steps to remove CSAM 

from their own territory as well as attempt to remove it from other territories as well.193 

In addition, Member States also have the possibility to, in their territory, block the access 

to websites that contain or disseminate CSAM.194 The requirement of mandatory blocking 

of these websites that was included in the original Proposal of the Directive, generated 

the most debate throughout the negotiations of the final version of the Directive. Concerns 

were raised about the practical efficacy of this approach, particularly given that those who 

distribute CSAM do it more using P2P networks then on the Internet.195 Additionally, the 

blocking would be expensive, especially when compared to the advantages it would 

offer.196 
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3. National Law  

 

a) Portuguese Law 

 

In Portugal, around 88% of the population uses the Internet nowadays, compared to 67% 

in 2014.197 Also, in 2022, homes with children under the age of 15 had high rates of 

internet access (99.2%).198 This scenario raises the risk of online grooming and of the 

distribution of CSAM. In fact, in 2022, 15,3% of the investigations opened in Portugal 

were related to CSAM and CSEM.199 As online grooming was just made a crime in 2015, 

there are few investigations into it.200  

 

The legal minimum age in Portugal that must be reached before sexual behavior can be 

consented to, according to Article 171 of the Portuguese Penal Code (PPC)201, is 14 years 

old.  Anyone who engages in a relevant sexual act with a child under that age is thought 

to be committing the crime of sexual abuse of minors. Boys’ and girls’ age of consent is 

the same. Any person who sexually acts over a child under 14 years of age, whether 

through obscene words, through text, through shows, or through pornographic objects, as 

well as any person who allures a child under 14 years of age to watch any type of sexual 

activity will be penalized with up to 3-year imprisonment, according to Article 171, 

paragraph 3, of the PPC202. Additionally, Article 171, paragraph 4, has established that if 

the acts mentioned on paragraph 3 are committed with the intention of profit, the sentence 

of imprisonment can range from 6 months to 5 years.203.  

However, the fact that the age of sexual consent established on the PPC is such a low age 

is dangerous and unfavorable to an effective protection of children against CSEA.204 
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According to Article 174 of the PPC205, an adult who has or attempts to have sexual 

involvement with a child who is between 14 and 18 years of age with the aim of profit is 

committing a crime that is  punishable by up to 3-year imprisonment.206 A person who 

produces CSAM or encourages or facilitates the production of such content using  a child 

who is under 18 years old is subject to a sentence of between 6 months and 5 years in 

prison, as stated in Article 176, paragraph 1 of the PPC207. The aforementioned PPC 

provisions demonstrate the legislator’s desire to penalize individuals who employ minors 

to create entertainment or distribute content. However, there should be a formal definition 

of the term child pornography that is in line with Article 2(c) of the OPSC.  

 

Although these provisions do not mention online CSEA, according to Article 13 of 

Decree Law nº7/2004 on e-commerce208, Intermediary Service Providers are obligated to 

block CSAM and report the situation to law enforcement authorities. The punishment for 

companies who fail to comply is a fine that can range from €5.000,00 to €100.000,00 209 

(Article 37, nº2 of the Decree-Law nº7/2004). 

 

Online grooming is a crime according to Article 176-A, paragraph 1 of the PPC, which 

establishes that any adult who communicates electronically with a child with the intention 

of committing any of the crimes under Article 171, paragraphs 1 and 2 ( sexual abuse of 

a child under 14 years of age), and Article 176, paragraph 1, (a), (b) and (c) (child 

pornography), is punished up to a year of imprisonment.210 This punishment increases to 

a maximum of two years if the grooming is followed by ‘material acts’.211  However, the 

problem here is that, regarding online grooming, these provisions do not provide equal 
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protection to all children, as Articles 171, paragraphs 1 and 2 only apply to children under 

14 years old.212  

 

In addition, the PPC stipulates the territoriality principle, according to which, regardless 

of the offender’s nationality, Portuguese law applies to crimes committed on Portuguese 

territory.213 Article 5 of the PPC establishes the rules for when the crimes take place 

outside the Portuguese territory. Article 5 of the PPC is applicable to crimes that include 

sexual abuse of children under 14 years of age (Article 171 of the PPC), criminalization 

of clients in the context of child sexual exploitation (Article 172 of the PPC) and 

prohibition of child pornography (Article 176 of the PPC). According to Article 5, 

paragraph 1(d)(i, ii and iii), if the offender is identified in Portugal and cannot be 

extradited, or if the minor frequently lives in Portugal, or if the offender normally lives 

in Portugal, Portuguese courts are equally qualified to judge specific offenses committed 

outside of the Portuguese territory. If the crime is committed outside the Portuguese 

territory against a Portuguese citizen, for the Portuguese law to be applicable there are 

some criteria that need to be verified. Therefore, the offender must be found in Portugal, 

the crime must also be punishable by the legislation of the territory where the crime was 

committed, and there must be no possibility of extradition.214  

“The norms issued by the competent organs of international organizations to which 

Portugal belongs come directly into force in Portuguese Internal Law, on condition that 

this is laid down in the respective constituent treaties” states Article 8, paragraph 3 of the 

Constitution of the Republic of Portugal of 1976 (CRP)215. Portugal therefore adheres to 

the purely materialistic approach to international law, which holds that both national and 

international law ultimately control the behavior of the citizens and as a result, are 

immediately applicable without the need for state legislation. But it’s crucial that Portugal 

also passes domestic laws that complies with international law in order to prevent a 

conflict of laws since, in times of conflict, national legal orders take a subservient 

position. International treaties are also sometimes written in ambiguous and generic 

words, necessitating legal elaboration. 

                                                        
212 CIAF Portugal and ECPAT International. (2018). Sexual Exploitation of Children in Portugal, 

Submission for the Universal Periodic Review of the human rights situation in Portugal. Page 5. 
213 Ministry of Justice, Decree Law nº 48/95, 15 of March (Portuguese Penal Code), Republic Diary 

No.63/1995, Serie 1 of 1995-03-15. Article 4.  
214 Ministry of Justice, Decree Law nº 48/95, 15 of March (Portuguese Penal Code), Republic Diary 

No.63/1995, Serie 1 of 1995-03-15. Article 5, paragraph 1(e)(i, ii, iii). 
215 Constitution of the Portuguese Republic [Portugal], 25 April 1976. Article 8, paragraph 3.  
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4. Criminalization of CSAM 

 

Regarding the analyzed international, European, and Portuguese legal instruments, State 

Parties should follow some standards to ensure that the effective criminalization of online 

CSEA.  

First of all, it is essential to ensure that across different legal instruments, the term ‘child’ 

is always defined as any person under the age of 18 years.216 For this to be possible, the 

definition of the term ‘minor’ should also be harmonized as any person under the age of 

18 years. If, like what is established in the BC, the State Parties of a legal framework have 

the option to differ on the age that determines who is a minor and who is not, the unified 

definition of the term ‘child’ gets more difficult. It is, therefore, crucial for the protection 

of children all over the world that these definitions are not different among binding legal 

instruments.  

 

The inclusion of comprehensive definition of CSEA offline and facilitated with the use 

of ICTs, must also be ensured by each State.217 Legal framework, such as the CRC and 

the OPSC were developed at a period when social media and ICTs were still in their initial 

stages of development and were not used as widely as they are today. Therefore, the 

provisions of the CRC and of the OPSC must be interpreted in a way that takes into 

account modern circumstances.218 Moreover, given that the online reality is always 

changing, States parties should regularly review their laws and policies and make any 

necessary revisions to ensure that they are in line with the constant changing nature of the 

online world.219 For example, Article 3, paragraph 1(c) of the OPSC implements the 

criminalization of offering, obtaining, procuring or providing a child for exploitation 

through prostitution. State parties, therefore, have to explicitly state in their criminal or 

penal codes that it is a crime to do any of those actions even if they are done through 
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ICTs.220 Also, regarding Article 7 of the OPSC, because the online world provided the 

possibility for new ways of committing the offences covered by the OPSC through online 

spaces, such as chat rooms, there is a need for Article 7 to be applied to those online 

‘premises’.221  

 

There is a lack of accordance between legal instruments when defining child 

pornography. For example, the criminalization of CSAM in the OPSC is much more 

restrictive than the criminalization of CSAM in the BC. On the latter, contrary to the 

OPSC, child pornography includes content that is virtual or that appears to depict a child. 

Also, while the access to and the possession of CSAM through the use of ICTs are not 

criminalized in the OPSC 222,  the BC, criminalizes such actions. For the better protection 

of children, it is essential that states criminalize CSAM in the most harmonized way and 

extensive way possible, so that no room is left for the existence of such content whether 

in the offline or the online world.  

 

When it comes to the complete criminalization of online CSEA, States still have a lot of 

work to do.223 Efforts for the actual enforcement of international and European legal 

instruments into every State’s domestic law, and efforts to eliminate the differences 

between crucial legal provisions among different legal instruments are essential for the 

effective criminalization of online CSEA and for the effective and total protection of 

children against those crimes.  
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V. Methods Used to Detect CSAM 

 

More than 32 million reports of suspected child sexual abuse were received by the 

National Center for Missing & Exploited Children (NCMEC)’s CyberTipline in the year 

2022 alone, and 99,5% of those reports were about suspected CSAM.224 Governments are 

aware of the magnitude of the problem. The US Supreme Court started hearing arguments 

about changes that can be done to Section 230 of the Communications Decency Act, 

which protects internet platforms from liability for content uploaded by their users. The 

United Kingdom is debating its Online Safety Bill and the EU recently proposed the 

Artificial Intelligence Act (EU AIA), the first comprehensive Artificial Intelligence (AI) 

law in the world, which aims to improve the conditions for the development and use of 

this ground-breaking technology.225 Nonetheless, laws and regulations can only achieve 

a limited number of goals. It is true that technology contributed to the spread of CSAM, 

but it is also true that technology, for example, AI and machine learning, may now 

significantly help to achieve regulatory goals by detecting harmful online content.226 

 

1. Automated Tools  

 

a) Image hash database 

 

Historically, the main method for detecting CSAM has been image hashing.227 Using this 

technique, each picture that has been previously classified as CSAM is matched to a 

special hash value. This hash value, which is generated by mathematical process that 

transforms a large amount of data in a smaller amount of data, is used to encrypt and 

authenticate an image’s content.228 In fact, the hash value is a fingerprint for the image. 
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A database is then used to collect each image along with its hash value. If a picture that 

has been recognized and hashed reappears on the Internet, it may be located faster based 

on the database, and further steps can be taken to delete that picture. Therefore, databases 

should be periodically updated to maximize the chance of detecting re-uploaded 

CSAM.229 The usage of image hash databases has so far been effective and is largely 

being used, particularly for locating known CSAM in P2P networks.230 However, this 

approach has significant limitations. Firstly, the database only includes child sexual abuse 

image searches, but CSAM searches also need to incorporate results from video and audio 

content, as the reporting of child sexual abuse videos has exceeded the reporting of child 

sexual abuse images for the first time in 2019.231 The database’s inability to detect CSAM 

that has not already been classified as such is another limitation.232 Furthermore, the 

capacity to identify CSAM is constrained for Electronic Service Providers (ESPs) and 

other parties without access to hash value databases. As a result, new detection criteria 

must be developed to enhance the detection of CSAM that has not been hashed.233 

 

b) Web-crawler  

 

Web-crawlers, commonly referred to as search bots, are intended to automatically scan 

websites and gather information about them in accordance to predetermined criteria. This 

includes pulling, indexing and downloading material from the crawled websites into a 

database. A way to find new material, is through visiting hyperlinks listed by the 

webpage. Those hyperlinks may also provide particular characteristics of the websites 

and therefore be used to detect CSAM. Keywords may also be used to detect CSAM if 

they are included in web-crawlers. The defined keywords are then searched for to see if 

they are present on the crawled websites. It is crucial to comprehend the names given to 

CSAM files by offenders or the code they employ on websites to identify themselves to 
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other individuals looking for CSAM. The positive aspect of using keywords is the ability 

to discover new CSAM, which can help locate children who are actively being harmed.234 

However there are some limitations to the use of keywords. Firstly, terminologies and 

expressions used by offenders are continually changing, so by the time a keyword is 

determined to be pertinent to detect CSAM, it has probably lost its relevance. Also, 

websites may select some keywords that are not allowed to be used on their system and 

false positives will start to appear as automated tools identify them as containing CSAM 

when they do not.235 Therefore, effective keyword selection is necessary to reduce the 

frequency of false positives.  

Web crawlers can successfully detect CSAM webpages if provided with the right criteria. 

Keywords and image databases are examples of such criteria. However, the limited image 

databases make them less reliable, and the correct selection of the keywords is harder due 

to the constant evolution of the Internet. Therefore, preparatory research must be 

conducted so that appropriate criteria is employed.  

 

2. AI and Machine Learning 

 

AI is the term used to describe the way computers utilize algorithms or certain rules for 

decision making, without any input from humans and at a very fast pace. Machine 

learning is a component of AI that replicates human learning by using data and 

algorithms.236  One reason AI can be very helpful in assisting the protection of children 

online is because it operates very fast and makes a large number of decisions in a short 

period of time.237 Contrary to hashing technologies, AI classifiers have the potential to 

recognize new CSAM. Aside from law enforcement developing AI classifiers to assist 

investigations, industry is also developing AI applications to detect CSAM.238  
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Microsoft is one of the brands that implemented AI on their system and, in 2009, by 

partnering with Dartmouth College, created the PhotoDNA technology, which allows the 

detection and removal of numerous uploads of child sexual abuse images, even when 

those uploads have gone through small changes. This makes it possible to remove 

different versions of an image from a platform without requiring human analysis of each 

image.239 The PhotoDNA technology was donated to NCMEC, a clearinghouse and 

reporting center for all matters related to preventing CSEA and supporting victims. 

Microsoft provides this powerful technology for free to technology companies, 

developers and Non-Governmental Organizations (NGOs), in order to fight CSEA. 

Microsoft has also made PhotoDNA technology available to law enforcement agencies 

and they have incorporated this technology into the forensic tools that they use. Microsoft 

released PhotoDNA as a cloud service in 2015, allowing smaller businesses and other 

organizations to give users the possibility of uploading content freely while maintaining 

the integrity of their platforms.240  

To detect images with equal visual content is the goal of PhotoDNA technology. 

However, because this technology was developed to detect images even if they have gone 

through slight changes, the output data must be sufficiently identical to make sure that a 

match is really displaying the same image.241 Another limitation of the Photo DNA 

technology is that it is only able to detect known child sexual abuse images. 

 

In 2018 Google introduced an AI tool, similar to the PhotoDNA technology, that is aimed 

to improve the way service providers, NGOs and technology companies detect child 

sexual abuse images and videos.242  
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This is possible due to the use of deep neural networks which are a machine learning 

technology that enables a computer to perform tasks that would be extremely challenging 

to complete using traditional programming techniques.243 Therefore, the deep neural 

networks allow the system to go through a large amount of images and prioritize the ones 

that are more probable to be CSAM. The advantage of this AI classifier is that it detects 

new CSAM, meaning that children who are currently being abused have a bigger change 

of being identified and the abuse is stopped.244 Nevertheless, an AI classifier is not free 

of flaws and will occasionally make mistakes. In essence, the AI tool success depends on 

the quality of the data that has been given to it. As a result, it continues to rely on human 

verification to make sure the detection is correct and when a mistake is made, it is 

normally not easy to go back and fix the specific error.245  

 

Although using AI and machine learning to the detection of CSAM has proved to be 

advantageous, these methods are not free of flaws and limitations. They have 

inappropriately prevented Holocaust education and pictures of art on Facebook due to 

nudity, as well as promoted harmful CSAM on Instagram.246 In order to increase precision 

and reduce error, it is crucial that new procedures and identification criteria are created. 

Also, there is an energetic debate about the laws that would influence the use of AI by 

law enforcement, such as the Proposed EU AIA disclosed on 21 April 2021.247 This new 

proposed legislative framework is mainly concerned with enforcing rules on data quality, 

transparency, liability, and human supervision. Additionally, it intends to solve ethical 

issues and implementation problems in a number of industries, including health care, 

education and finance.248 Another goal of the proposed law is the creation of a European 
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AI Board that would monitor the implementation of the EU AIA and guarantee its 

application across the EU. The Board would have to formulate opinion reports and 

suggestions on emerging subjects as well as provide guidance to national authorities.249  

 Whether searching for CSAM on personal devices violates fundamental human rights 

and privacy regulations is also a topic of discussion among authorities and the general 

public.250 The widespread hesitancy of people to automated decision-making through AI 

applications in morally contentious fields, like policing, has increased this fear of 

monitoring.251 The main problem is that AI systems used to identify humans are still not 

competent at understanding settings, detecting human uniqueness, and empathizing with 

situations, which may increase concern of ordinary material being mistakenly labeled as 

CSAM. The increased discussion on obscure applications of algorithms and the lack of 

agreement on whether humans or AI should be utilized for CSAM content surveillance 

fuel fears about automated solutions to CSAM. These algorithms may be subjected to 

racial, ethical, and gender preconceptions and discrimination, which are referred to as 

algorithmic biases.252  

In response to these worries, the UN have developed guidelines to standardize how law 

enforcement uses AI. They have also issued a warning about possible biases in the present 

algorithms, which were developed using data that is biased against some groups and 

tolerant toward others.253 However, there is still a long path of research that needs to be 

done so that the use of fully automated tools is free of flaws.  
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VI. Future Threats and Legal Responses to Them 

 

More nations than ever before have access to affordable, dependable connectivity that 

might drastically alter children’s way of living by enabling them to take advantage of 

otherwise unachievable educational, cultural, and economic possibilities. Often, however, 

children are unable to take advantage of these chances because the Internet is a place 

where the most vulnerable are exposed to significant risk of harm.254 A new strategy is 

required for the worldwide response to online CSEA, otherwise, more children will 

continue to be put in danger and experience the pain of abuse. The best way to achieve 

change is to increase children's internet safety and lessen the potential for criminal 

activity. It is, therefore, very important to address future threats in a proactive way so that 

effective responses arise.  

 

This chapter demonstrates the prevalence of online CSEA by highlighting the way many 

of the new technologies have the potential of escalating the difficulties faced by those 

trying to lower risk and damage, and it also highlights ways to improve the response to 

online CSEA. All while discussing key themes in the subsequent sub-sections, such as 

funding of policing, policy and legislation, criminal justice, law enforcement, technology, 

civil society, support for the victims, and research.   

 

1. Funding 

 

To combat the problem of online CSEA, governments, industries and civil society must 

invest an adequate amount of financial resources. The funds currently available are 

neither adequate to bring about the necessary transformation in the way the world 

responds to threats, nor is it equivalent to the size of the problem.255 The persistent 

underfunding of policing is the primary source of many problems. Investment is critically 

needed for preventive measures, such as the development of programs that would provide 

help to people who fear they might offend, the development of educational initiatives 

targeted to the civil society, and the expanding of the digital investigative capabilities of 

                                                        
254 Broadband Commission for Sustainable Development’s Working Group on Child Online Safety. (2019). 

Child Online Safety: Minimizing the Risk of Violence, Abuse and Exploitation Online. BroadBand 

Commission for Sustainable Development. Page 9. 
255 Setter, C, et al. (2021) Global Threat Assessment 2021, WeProtect Global Alliance. Page 84. 



 61 

law enforcement authorities, as well as to create and improve the crucial structures for 

coordination necessary to successfully combat transnational and technologically 

advanced crime.256 The importance of funding is truly crucial for combatting online 

CSEA. The reason why its relevance is not thought of first is because there is not enough 

research or even transparency from law enforcement agencies about how much money is 

spent every year just to prevent, combat, and sentence CSEA offenders. Perhaps if each 

country was more transparent about this type of information the conscious about the need 

for funding in combating online CSEA would be bigger and  

more people, organizations, and governments would be willing to help.  

 

2. Policy and Legislation 

 

A country must have a strong legal system that outlines children’s rights, crimes against 

children, and the penalties those crimes carry in order to safeguard children against sexual 

exploitation and abuse. Considering the transnational nature of online CSEA, cross-

border collaboration as well as standardized definitions in different legal frameworks 

would be a good place to start. There are some legal flaws that are common and need to 

be taken into consideration, such as, the definition of sexual exploitation in gender terms 

that would be only applicable to girls, and the tendency to forget that support for child 

victims is needed in rustic areas as much as in urban areas.257  

Online CSEA must be properly taken into account in any updated national child 

protection plans of action to end exploitation and abuse against children. However, there 

is an evident struggle for governance institutions to efficiently respond to CSEA due to 

the shortage of financial resources and of political power, as well as the limited 

representation of important sectors, such as the private sector involving technology and 

financial businesses. It is necessary to, after implementing policies that address CSEA, 

work towards their effectiveness and functioning, so that their interventions are properly 

reviewed and strengthen accordingly to what is necessary.258 This entails goals or 

initiatives that take into account the unique online dynamics and links between the online 
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and offline worlds. In fact, regarding CSEA there seems to be separation between policies 

that apply to online CSEA and policies that apply to offline CSEA, and it would be 

important to link both so that there are fundamental policies established about CSEA and 

then specific approaches to implement when the matter is online CSEA.259 Also, the lack 

of data regarding online CSEA is resulting in limited attention to the topic. There needs 

to be a regular collection of data in order to raise awareness and attention to online 

CSEA.260 The updated budgets, accomplishments, and factors must be measured and 

coordinated with those in the fields of social protection, health, and education.261   

 

To facilitate the full realization of children’s rights in the digital world, governments have 

the responsibility to, where required, revise the legislative framework. If the government 

does not totally commit to combating online CSEA, it is substantially more difficult for 

other parties, such as civil community, law enforcement, and the corporate sector, to 

engage with confidence and efficiently in this domain.262 A thorough legislative 

framework should encompass preventive measures, such as the increasement of public 

awareness of the issue and the education of citizens, including parents and caregivers, on 

how to help children avoid and manage risks online;  the prohibition of all types of online 

child abuse;263 the provision of efficient services that guarantees full recovery and 

reintegration of child victims in the society; the construction of child-sensitive and 

accessible reporting, complaint, and counseling channels; and the implementation of 

suitable sanctions to offenders, whether through imprisonment or through probations 

systems that ensure their supervision, which is an essential step to fight impunity and 

prevent re-offending.264  
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A new Regulation (the Proposal for a Regulation laying down rules to prevent and combat 

child sexual abuse) that will require service providers to evaluate the risk of child sexual 

abuse on their platforms and, where appropriate, put preventive measures in place was 

proposed by the European Commission in May 2022.265 This Proposal’s overall goal is 

to enhance the internal market’s functionality by establishing clear, standard, and 

balanced EU provisions to prevent and combat CSEA.266 Therefore, service information 

providers would be required to conduct targeted inspections for known CSAM, new 

CSAM and grooming in end-to-end encryption (E2EE) communications on their products 

and services and to report any incidents to a new specialized EU center.  It is everyone’s 

duty to protect the children from sexual offenders. In favor of the EU’s proposed law to 

safeguard children from sexual abuse, more than 90 organizations working on behalf of 

children have signed an open letter. Major European and worldwide organizations that 

work to protect children’s safety and security strongly support the proposal. These 

organizations include Thorn, Missing Children Europe, Eurochild, and many others. The 

law that permits service providers to continue voluntarily detecting and reporting online 

child sexual abuse and removing child sexual abuse content would expire on August 3, 

2024, if this proposed law is not passed. If this occurs, tech businesses won't be able to 

identify, report, and delete unlawful materials from communication platforms, which are 

now the most effective means of disseminating information about child sexual abuse and 

of grooming children. Because of this, predators will find it simpler to harm minors 

sexually and escape punishment. Therefore, it is essential that this proposed law is passed 

as soon as possible and that the new rules to protect children are put in place and taken 

seriously by the different States.  

However, there are some challenges associated with the adoption of this Regulation. 

Firstly, the Proposal focuses on known CSAM, new CSAM, and grooming without 

considering the low accuracy of the technology used to identify new CSAM and the even 

lower accuracy of the technology used to identify grooming, when comparing with the 
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technology used to detect known CSAM.267 Because the technology used to detect new 

CSAM is based on predictive systems that employ AI technologies, when identifying new 

CSAM, extreme cautions are required since a system error might have detrimental 

consequences on data subjects who would be immediately be identified as perhaps having 

committed a very serious crime and have their personal information and communications 

details recorded.268 Regarding the technology used to detect grooming, the main concern 

is how intense the intrusion in personal communications would have to be since grooming 

detection would encompass any written or voiced communications.269  

Secondly, opinions on the effects of implementing such technologies vary, the majority 

of experts believe that doing so will increase the amount of reported CSAM and grooming 

and decrease its accuracy, therefore, increasing the unnecessary workload of law 

enforcement agencies. Also, it is possible that service information providers start to report 

content that constitutes CSAM and content that might or might not constitute CSAM to 

make sure they are not liable for not complying with the Regulation.270 Both of these 

factors show that this approach could result in false positive reports that can compromise 

the effectiveness of law enforcement agencies’ work. 271 

It is also important to know how the implementation of this Regulation would affect 

fundamental rights. The Proposal’s measures, which include detection orders for CSAM 

and grooming, may have a harmful effect on children’s basic rights when using internet 

services. Particularly impacted are Article 7 of the Charter of Fundamental Rights (CFR) 

of the EU272 that establishes the right to privacy and family life, Article 8 of the CFR, 

which establishes the rights to data protection, and Article 11 of the CFR which protects 

the right to freedom of expression and information. Limiting these rights may have an 

effect on how children grow as individuals and on their freedom to do so. First, in relation 
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to situations where traffic and location data are monitored, the proposal would conflict 

with the right to a private life and communications,273 and it would probably result in a 

particularly significant violation in situations when interpersonal communication material 

is involved. Second, because screening by service providers is a type of data processing, 

it would violate the right to the protection of personal data.274 Thirdly, the screening of 

user communications could discourage individuals from openly expressing their opinions 

and hearing the views of others, which would have a significant negative impact on the 

freedom of expression and information.275 Also, the goal of Article 16 of the CFR 

(freedom to conduct a business) is to protect every EU citizen’s right to run a business 

without facing discrimination or excessive limitations. This right is interfered with by 

requiring service providers to establish and operate an expensive computer system to 

watch all electronic communications made over their network.276 There is an evident 

contradiction between the proposed regulation and the substance of the fundamental right 

to privacy in the form of communication confidentiality with regard to responsibilities on 

scanning the content of interpersonal communications by interpersonal communications 

providers, which includes grooming, new CSAM and known CSAM. In E2EE 

communications, scanning material from users’ own device is a violation of the 

fundamental right of data protection. Even if it is now acknowledged that the core of the 

right to data protection is violated in the case of E2EE channels of communication,277 it 

is important to evaluate if the device side scanning of interpersonal conversations is out 

of proportion to the objectives of the Regulation278 as it causes weaknesses and puts users 

at risk of unauthorized access by other governments and criminal organizations.279  

 

                                                        
273 European Union. (2012). Charter of Fundamental Rights of the European Union, 26 October 2012, 

2012/C 326/02. Article 7.  
274 European Union. (2012). Charter of Fundamental Rights of the European Union, 26 October 2012, 

2012/C 326/02. Article 8.  
275 European Union. (2012). Charter of Fundamental Rights of the European Union, 26 October 2012, 

2012/C 326/02. Article 11.  
276 Joint Opinion 4/2022 on the Proposal for a Regulation of the European Parliament and of the Council 

laying down rules to prevent and combat child sexual abuse, European Data Protection Board and European 

Data Protection Supervisor, July 2022. Page 15. 
277 Joint Opinion 4/2022 on the Proposal for a Regulation of the European Parliament and of the Council 

laying down rules to prevent and combat child sexual abuse, European Data Protection Board and European 
Data Protection Supervisor, July 2022. Page 23. 
278 ETNO. (2022). ETNO Position Paper: European Commission’s proposal for a regulation laying down 

rules to prevent and combat child sexual abuse, ETNO Association. Page 4.  
279 European Parliamentary Research Service. (2023). Proposal for a regulation laying down the rules to 

prevent and combat child sexual abuse: Complementary Impact Assessment. Page 85. 



 66 

3. Criminal Justice 

 

The criminal and civil justice systems are crucial in how the States react to CSEA. It is 

of great public interest to investigate and prosecute those who commit crimes involving 

sexual abuse of children, but there are some improvements that could be done regarding 

this matter.280 Firstly, the amount of time it takes to investigate and prosecute cases of 

CSEA is a major source of concern. Delays in the criminal justice system can worsen the 

effects of sexual abuse and have a significant negative impact on the mental and physical 

health of victims as well as of those who are accused of the crime. This can constrain 

efforts to hold offenders accountable and has caused some victims to retract their 

statements and stop cooperating with investigations.281 Secondly, obtaining enough 

evidence to link a suspect to online CSEA is one of the biggest challenges faced when 

trying to achieve a successful investigation. The suspect may initially be identified merely 

by an online username, account number, or IP address that virtually identifies the 

offender’s device used to get access to the Internet. Once a suspect’s true identity or 

whereabouts are known, it becomes necessary to gather evidence of the claimed crime or 

further crimes. This is frequently done through a process of search, detainment, and 

investigation of internet-enabled devices.282 In fact, there is a variety of challenges posed 

by technology that make it difficult for police to manage the process of detecting accurate 

evidence. Firstly, the real identity of an internet sexual offender may be concealed and 

made untraceable using encryption technology. The usage of virtual private networks 

(VPNs) to access the Internet, E2EE services, and the dark web are the main obstacles to 

either identifying suspects or locating evidence of their crimes. Also, due to streaming 

and cloud computing technologies, people no longer need to keep data on their electronic 

devices, and even while criminals may easily commit this kind of crime across borders, 

the police must go through complex cross-border investigative procedures. With this 

comes the difficulty of getting the necessary proof from these technologies. In fact, in 

criminal justice, the standard of proof is ‘beyond a reasonable doubt’283 and in many cases 
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the lack of evidence results in the police determining that there is no sufficient evidence 

to pursue a criminal conviction, which also can discourage victims to seek help from law 

enforcement authorities.284  

 

Dealing with cases fairly is the primary goal of the criminal justice system. Therefore, a 

fair conclusion needs a thorough and objective police investigation, a timely and efficient 

decision of whether or not to charge the suspect, and a fair trial that starts and ends within 

a reasonable amount of time.  

 

4. Law Enforcement 

 

Since 2018, the number of cases of online CSEA have been increasing and in 2021 

reached 29.3 million reports.285 Also, there was an increasement on the use of social 

media, online gaming, dark web forums, and other networking platforms during the 

COVID-19 pandemic, which provided offenders with more opportunities to exploit and 

abuse children online.286 

Due to these factors, any comprehensive plan to make the Internet a safer place for 

children must include full participation from law enforcement. However, the rapid 

evolution of technology comes with serious challenges for those combating online CSEA, 

such as, the difficulty to keep up with the continuously changing nature of technology 

being regularly several steps behind perpetrators when referring to technology; the 

difficulty of always being aware of new apps, new softwares, and new programs that are 

used by the offenders; the difficulties regarding the increasing storage capacity of 

technological devices; and the difficulties on figuring out passwords of encrypted 

devices.287 In fact, as a result of a lack of funding and the absence of suitable training 

programs, law enforcement agencies do not have the qualifications and capacity to 

analyze computer data and digital evidence in order to investigate and combat 
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cybercrime, especially cybercrime involving children.288 Therefore, for the purpose of 

conducting investigations into crimes against children committed over the Internet, law 

enforcement must get the necessary training. The subjects covered in training should 

include investigative and prosecution methods, online technological developments, 

analysis of digital forensic, preventing online CSEA, and victim assistance.289 Moreover, 

it is important that these training programs also focus on forensic tracing of 

cryptocurrency because, for example, dark web forums are becoming more popular, 

giving cybercriminals more significant opportunity to build their networks and create 

clandestine markets that accept cryptocurrency payments. Therefore, it is crucial to create 

up to date practical training programs for law enforcement agents for them to be in pace 

with the evolution of technology.290  

Additionally, it is crucial that law enforcement creates clear channels for children or any 

person to report any events or worries they may have regarding a child’s online safety. 

For instance, several countries have set up hotlines to help with OCSEA reports.291 

Also, policymakers must maintain international coordination amongst law enforcement 

authorities worldwide since it is a global threat. This would shorten the duration of formal 

processes and enable the agents to respond faster.  In fact, on April 17 of 2018, two 

legislative proposals were presented by the European Commission regarding cross-border 

gathering of electronic evidence (e-evidence), a Regulation on European Production and 

Preservation Orders for electronic evidence in criminal matters292  and a Directive on the 

appointment of legal representatives for the purpose of gathering evidence in criminal 

proceedings293. The proposed Regulation on European Production and Preservation 

Orders for electronic evidence in criminal matters establishes rules that apply to the whole 

EU and allow law enforcement agencies in the EU to demand that a service provider that 
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offers services within the Union provides or preserves e-evidence in cross-border 

circumstances. The key benefit is that demands may be made directly to private 

companies, regardless of where the data is stored or where it is located, and without first 

contacting foreign state agencies. This would transform the pace of investigations cross-

borders because the access to e-evidence, such as IP addresses, documents in clouds and 

e-mails would be must faster than if they need to go through the traditional means of 

Mutual Legal Assistance294 (MLA) which are much slower.295 In fact, this Regulation 

would oblige service providers to provide the requested e-evidence to the law 

enforcement agency that had asked for it in 10 days maximum and, in case of emergency, 

in 6 hours.  

The proposed Directive aims to overcome the current disparities between how EU 

Member States approach requiring service providers to comply with obligations in 

criminal proceedings, depending on whether they operate nationally, across EU borders, 

or from outside the EU. Because of this, the Directive requires service providers to 

designate a legal person in the EU who may accept, carry out, and execute orders for the 

collection of e-evidence. However, business, and civil society organizations criticized the 

proposed directive due to the fact that they don’t agree that private companies should be 

responsible for determinizing the appropriate balance between law enforcement and the 

citizens fundamental rights.296  

 

5. Technology 

 

A number of actions are being taken to stop online CSEA. These actions include projects 

that aim to improve online reporting systems, to use AI to spot abuse, to design products 

and services to make children safer online and to do research to inspire new best practices. 

Integration with the pertinent elements of a country’s child protection system is necessary 

for the usage and eventual success of such technological efforts.297 Online safety 

technologies have made great progress in recent years, such as, grooming detection tools 
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and “Safety by Design” elements that lessen the possibility for criminal activity and 

encourage safe online conduct.298 Online safety technologies offer the ability to 

strengthen the international response to online CSEA by limiting the possibilities for 

offenders and strengthening the protections provided to children. Internet service 

providers are required to adopt a “Safety by Design” strategy, which entails that a child 

should have access to age-appropriate, child-friendly software, apps, and systems in order 

to keep them as safe as possible and that involves evaluating all assets from the standpoint 

of children’s rights. One of the most crucial ways that the private sector, particularly 

technology businesses, can support the protection of children online is by ensuring that 

software, web applications, apps, and websites comply with these standards.299  

Also, there are safety technologies and methods currently under development, such as 

enhanced face recognition tools that might expedite the identification of child victims300, 

predictive analytics that some authorities are already using to identify children who are 

at high risk of abuse and allow early action301, and systems that can collect metadata of 

CSAM.302 These technologies heavily rely on AI, because given the quantity of data 

created each day online, real-time protection and pattern-spotting based on existing trends 

would be impossible without it. Nonetheless, leading AI experts and social scientists303 

have cautioned that many algorithms include bias. Additionally, they may mislead 

consumers into believing there is a link between two occurrences when there is actually 

none since they do not adequately check for correlation vs causation. The fact that some 

dangers that impact children depend on context and that these algorithms are unable to 

comprehend context, presents another difficulty with fully automated solutions.304 This 

may result in decisions that discriminate against minorities and other historically 

marginalized groups. Considering these technological limitations, human inspection and 
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action and regulations to guarantee data accuracy continue to be a crucial component of 

online child safety. 

Law enforcement is also facing difficulties as a result of new technology that enables the 

livestreaming and sharing of content including CSAM. The expansion of 4G and most 

recently 5G in many regions of the world has aided in the rise of LSCSA. With such easy 

access to technology and to the Internet, offenders may now network easily and take 

advantage of children’s usage of SNSs.305 It is challenging to proactively prevent the 

creation and dissemination of CSAM using apps that enable livestreaming and E2EE, and 

it is even more challenging for law enforcement to apprehend perpetrators. This is due to 

the fact that livestreaming events and photograph sharing are rarely supported by any 

proof. To combat this, several law enforcement organizations are working to create 

technology that enables undercover agents to determine the language being used in 

recordings and conversations by translating and analyzing audio in videos using machine 

learning and natural language processing306, which considerably makes the investigations 

more productive by transforming the audio content in something easily examined and 

analyzed.307   

 

Also, in 2020 the LIBRA initiative, developed by the Dutch software company Web-IQ, 

was launched in Europe as a way to fight child sexual abuse by searching CSAM on the 

Internet so that it can be deleted and blocked. Between 2020 and 2021 the LIBRA 

program identified and deleted from the Internet dozens of thousands of CSAM and found 

new server hosts and tracked movement of the content. The benefit of the LIBRA 

program is that it has made possible to search for CSAM without downloading or saving 

the content itself.308 This is revolutionary because it enables unbiased insights that can be 

utilized to rapidly identify and remove CSAM from the Internet. In this program, officials 

may also get a fast understanding of how sever CSAM is spreading in their country, which 

would improve the accuracy of data regarding this issue. Also, because a significant 
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amount of content is eliminated using the automated processes that constitute this 

initiative, victims may be found faster, and re-victimization can be avoided.309  

 

These are the kind of initiatives that have to take place in order to achieve an effective 

prevention and combat of online CSEA. With technology being the enabler of this 

horrendous crimes and because the human action by itself is uncappable of keeping up 

with the pace of evolving technology, it is necessary that new programs and initiatives 

are created so that technology itself is used to combat these crimes.  

 

6. Civil society 

 

Governments and technology companies won’t make children safer by themselves. It’s 

possible for a business or service to use the most advanced child safety tools available. 

However, children won’t be completely safe if public awareness, education, policy, 

product design, and operations do not place as a priority to children’s safety.310   

 

Children should be aware of their rights from the earliest age possible as it would give 

them the ability to detect when a certain conduct is harmful, notify a responsible adult, 

and report when their rights have been violated. However, in a world where digital change 

is occurring quickly, according to a UNICEF study, in 2019, 43% of children in South 

Africa said they almost never seek their parents for help concerning events that happen 

online.311 Also, in European countries this percentage is worrying, for example, in 2018, 

the percentage of children who did not choose their parents to talk to about negative 

online experiences was 62% in Italy and 67% in Portugal.312 Some of the reasons 

mentioned by child victims for not speaking out about their personal experience include 

not knowing where or how to report or who to talk too, feeling a sense of guilt, believing 
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that no one would understand them, being worried about being punished, feeling ashamed 

and embarrassed, and being concerned about it upsetting the family.313 

 

The adults who spend most time with children are parents, care givers, and teachers. 

Those should receive training in digital literacy so that they can comprehend the internet 

world, safeguard children, and instruct them about the ways they can avoid situations of 

risk online. Whether children use the Internet at home, schools, or elsewhere, schools 

have a special duty to educate them on how to remain safe online, and policymakers 

should incorporate digital literacy into school’s curriculum from a very young age. As a 

result, children would be able to defend themselves, understand their rights, and utilize 

the Internet to further their education.314 It is important that the scope of these programs 

is not limited to children and teachers and also reach parents, caregivers and social 

services, because all of them are crucial to identify and tackle online and offline CSEA.315 

Nonetheless, educating parents and care givers about this matter shouldn’t simply be done 

through schools and industry should play a big part in assisting its users or clients on how 

to prevent and combat online CSEA. This can be done if industry creates parental control 

settings according to the content available, if they inform clients on how to handle any 

concern related to the use of the content available, and explain the steps they need to take 

to voice their concerns about improper content, if they, for example, give parents the 

possibility of reviewing privacy settings and age verification settings, and if they 

collaborate with other organizations and the government to improve parents capabilities 

to talk to their children about responsible usage of the Internet.316 With the appropriate 

digital literacy parents and caregivers, may decide to control their children’s access to 

online activity, communicate with the child about appropriate technology use and 

behavior, and be aware of what the child is doing online so that offline and online 

experiences are discussed as one.317 Additionally, parents and care givers should set a 
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positive example for their children by using technology responsibly and acting 

appropriately online. At last, policymakers can create public awareness initiatives, 

including those for parents, care givers, and educators, in collaboration with public 

organizations. The presentation of online safety and digital literacy material could be held 

in public libraries, health care facilities and even large retail locations.318 Governments 

should make sure the advice provided is impartial and uninfluenced by any special 

interests and covers a wide range of concerns in the digital sphere while carrying out this 

responsibility.  

 

To promote the benefits and dangers of children's digital involvement, change is required 

at all levels, including with children themselves, parents, and the general community. 

Everyone should get the appropriate education on how to behave properly online so that 

everyone who interacts with people online is aware of the signs of abuse, how to spot 

them, and the social obligation to report it.319 

 

7. Support for and Empowerment of the Victims 

 

Most children who experienced sexual exploitation and abuse online suffer from fear, 

trauma and anxiety, they socially isolate themselves and feel there is a lack of assistance, 

a lack of information and a lack of services that could help them.320 There is no doubt that 

there should be resources available to support any child who suffers or has suffered from 

sexual exploitation or abuse, whether online or offline. Although every frontline worker 

should have a certain amount of knowledge in this area, particularly qualified specialists 

should work in this field.321 Frontline respondents have rated the governments initiatives 

to raise awareness, to  train law enforcement and frontline workers, and to advocate about 

this issue, as “poor” or “none”.322 For that reason, and to make sure that the process of 

ensuring that children reach the right helpers is easy and fast, there needs to be an 
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improvement in the collaboration between support services, law enforcement authorities 

and governments, so that they can work together on preventing, combating, and 

psychologically supporting children that suffered from the abuse. It would also be 

important to create centers that would help children in need of this support, with the goal 

to lessen the possibility of revictimization and to ensure that the victim can heal from the 

trauma.  

 

Another significant barrier is the shame attached to seeking counseling and visiting a 

mental health specialist.323 Therefore, it is important to disseminate the importance of 

getting help when regarding mental health, starting by teaching children at school or even 

at home that there is no problem in getting help, and spread the word about the benefits 

that can be taken from the action of support services. For a victim to feel safe in talking 

with a mental health specialist it is essential that the privacy of the victim is protected. 

For that, States should implement the prohibition of distributing the victim’s persona l 

details or any information that could invade their private life and there should be no public 

or press access to court during court proceedings that involve cases of CSEA.324 

 

8. Research and Insight 

 

Research must be funded by governments, civil society organizations, and internet service 

providers to improve knowledge of the paths leading to criminal activity and, 

consequently, the efficiency of preventive measures, self-help, and offender management 

programs; to improve knowledge on the factors contributing to the rise in self-generated 

sexual content, as well as the sexual and social development of children; to recognize the 

risk and protective variables, particularly those unique to marginalized groups, that may 

raise or lower a child’s exposure to victimization; and to provide a better understanding 

of the extent to which CSEA is enabled by technology.  

 

It is mostly unclear how many children have been subjected to or have survived online 

CSEA. Prevalence statistics seem to have taken priority over a serious comprehension of 
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risk. It is, therefore, required a deeper and more thorough knowledge of risk. Although 

the online behaviors of children and adults who abuse them might be concealed and 

possible concerns can be hard to pinpoint, the need of risk studies cannot be overstated. 

There is no doubt that any child who uses the Internet might become a victim of abuse, 

and that children who already have vulnerabilities are particularly vulnerable online. Less 

is known about particular dangers, particular weaknesses, and the consequences for child 

victims. The relevance of the information acquired for effective preventive and response 

practices depends critically on the analysis of the dangers faced by groups of children 

with various characteristics throughout the world.325 

 

There are almost certainly a variety of academics and researchers with a direct interest in 

an in-depth understanding of the social and technological impacts of the Internet. They 

are a highly useful tool for assisting national governments and policymakers in 

formulating policies that are based on verifiable facts326, and, therefore, there should be 

infinite support from the governments, ESPs and even from the general public for the 

development of accurate and up to date research on the matter.  
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Conclusion 

 

The aim of this Dissertation is to give a comprehensive analysis of the different typologies 

of online CSEA, understand how they have evolved over the years and in what ways 

could different legal frameworks address this issue.  

 

By creating ways for physical exploitation and abuse of children to be transferred into the 

online world, the Internet has given online CSEA a global scope. Now, offenders can 

easily hide behind false identities and remain somewhat anonymous which makes it 

simpler for them to approach children in order to satisfy their sexual desires or to get any 

other form of gain. Even though there might be no physical contact between the child 

victim and the sexual offender, the trauma and damage that is done to a child as a 

consequence of online CSEA is no less than those left from offline abuse. However, for 

law enforcement, locating and identifying these criminals has become a harder task.327 

 

In order for action to be taken to combat online CSEA effectively, governments must 

know the dangers posed by it. The conviction rates for the offenders of CSEA are low 

when comparing to the number of reports that law enforcement agencies receive every 

day, which means that some offenders are escaping justice. Therefore, there needs to be 

a cooperation between states to harmonize the definitions of different typologies of online 

CSEA and the different ways of combatting these crimes.   

The lack of harmonization in the way each State implements international and European 

legal instruments in their domestic law is a major source of instability and one of the 

biggest reasons for these crimes to keep growing. As analyzed along this Dissertation, at 

the international, European, and national levels, there have been relevant legal 

instruments and initiatives addressing the issue of online CSEA. Therefore, nation 

legislation that implements international and European standards is essential for an 

effective protection of children. Moreover, EU legal binding instruments, such as the 

Budapest Convention, the Lanzarote Convention or the Directive 93/2011/EU are great 

starting points for the alignment between national legislation and international standards. 

Nonetheless, with the evolution of technology and with offenders constantly finding new 

ways of abusing a child though ICTs, it is essential that new legal frameworks and 
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indicatives are created to stop online CSEA.  However, it is crucial to address these 

offenses not only from the criminal law perspective but also with the objective of 

protecting the victims by prioritizing human rights legislation and principles.  

 

Also, it is essential that law enforcement agencies continue to adapt their investigation 

tools and methods to the reality of online CSEA. However, there is not sufficient financial 

resources and technical expertise to develop such tools, and the ones available, such as 

the Google’s AI classifier tool, are not available to all law enforcement agencies and small 

companies.328  

 

To provide readers with relevant findings regarding online CSEA is not easy. The rapid 

evolution of ICTs makes the research of online CSEA and the recommendations on 

appropriate strategies very difficult. To address the difficulties encountered, there is an 

adaptation of already existing recommendations to the new technological advancements 

that are witnessed every day and a constant sense of adaptability of the information found 

to the current days.  

 

The theoretical part of this Dissertation aims to encourage scholars to investigate the 

unique traits of every type of online CSEA and provides some recommendations on how 

to stop these crimes, while encouraging safe Internet usage. In doing so it highlights the 

most dangerous features of the Internet, the different ways governments and civil society 

have found to combat online CSEA and how these initiatives can be improved. Although 

this fight is far from being over, it is important to continue facing the challenges and 

finding innovative solutions to combat the immense world of online CSEA.  
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