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Abstract:

ESG controversies may have enormous consequences for an individual company, its customers, investors, and other stakeholders. The objective of this work is to identify companies at high risk of ESG controversy based on public ESG data. By using machine learning solutions, early indicators in ESG data can be identified that provide insight into how likely a company is to face an ESG controversy. By using Random Forest models, the proportion of companies with a controversy among the flagged companies can be increased by 93, 5.6 and 4.3 times for the Environmental, Social and Governance pillar, respectively.
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1 Environmental, Social & Governance

In recent decades, investors started considering non-financial data, such as a company’s long-term sustainability and ethical practices, when evaluating a company to gain a fuller understanding of the investment (Chen et al. 2021). The ever-rising pressure from climate change and increased social awareness opens the discussion on the impact of Environmental, Social, and Governance (ESG) practices on a firm’s financial performance (Allen and Craig 2016; Alsayegh, Abdul Rahman, and Homayoun 2020).

ESG is defined as “a generic term used by investors to evaluate corporate behavior and to determine the future financial performance of companies” (Financial Times Lexicon). More specifically, the Environmental factors evaluate the company’s impact on the environment and the climate change, such as emission and waste it produces. Social factors measure a company’s reputation and relationship with employees, customers, and local communities. Finally, Governance is the super category for a company’s internal structure, controls, and procedures to govern itself and forester effective decision-making. ESG is often used interchangeably with the related term Corporate Social Responsibility (CSR) (Gillan, Koch, and Starks 2021). However, while CSR focuses on engaging stakeholders, ESG is a scoring system that investors use to objectively measure a firm's Social and Environmental impact to improve investment decisions (Cini and Ricci 2018).

1.1 The Emergence of ESG

Although ESG is still a relatively new term, the world's leading newspapers report on ESG investing in their financial pages. In recent years, many companies have created positions such as ESG analysts (McKenzie et al. 2020). Today, more than 80% of the N100, the largest 100 companies of 52 countries, publish sustainability reports (McKenzie et al. 2020), which is the primer source for ESG ratings (Refinitiv). This remarkable growth in ESG-related disclosure
can be attributed to two main factors - a higher intrinsic motivation to voluntarily disclose this type of information and an extrinsic motivation as political and financial institutions publish guidelines and reporting requirements.

Worldwide, awareness of environmental and social crises such as global warming and modern slavery is increasing due to the international exchange of information and the growing use of social media (Dwivedi and Pandey 2013). As a result, investors, consumers, and communities prefer and even actively demand disclosure of companies' sustainability and ESG strategies (Branch, Goldberg, and Hand 2019). Millennials in particular are incorporating more information about companies' ESG practices into their investment and purchasing decisions (Ruggie and Middleton 2019). They prefer purposeful companies that care about the needs of their employees, consumers, and communities (Poole and Sullivan 2021).

Companies with a solid and transparent ESG proposition can differentiate and outperform companies that do not disclose their ESG practices (Friede, Busch, and Bassen 2015). One reason is its attraction of new customers and increased customer loyalty (Kim et al. 2021). Today, nearly two-thirds of consumers are willing to pay a premium for sustainable products, and this trend is expected to continue to grow (Ragbir et al. 2021). In addition, a strong ESG offering improves access to resources through more substantive relationships with the community and government, which ultimately increases revenue and reduces costs. An impactful business often increases employee motivation and helps attract new talent (de Neve and et al. 2018). According to a McKinsey study, this top-line growth and increased employee productivity are two of the key drivers of improved financial performance (Henisz, Koller, and Nuttal 2019).

Several studies have analyzed and confirmed the positive impact of a strong ESG approach on a company's financial performance (Velte 2017). For instance, a study by Bank of America Merrill Lynch revealed that the S&P 500 companies with ESG ratings in the top quantile
outperform those companies in the bottom quantile by more than 25 percentage points (Subramanian et al. 2019). A strong ESG proposition correlates with higher equity returns (Ionescu et al. 2019) and reduces the downside risk, for example, due to higher credit ratings (Henisz and McGlinch 2019). The Covid 19 pandemic contributed to ESG growth by showing that companies that thought about managing environmental or social risks responded better to the situation and were less affected by systemic risks (Adams and Abhayawansa 2021; Wellalage and Kumar 2020). Increased attention to the scientific literature in 2013 and 2014 has clearly accelerated the growth of voluntary reporting (Khan, Serafeim, and Yoon 2015).

In addition to the intrinsic motivation for companies to disclose more information on sustainability, the number of regulatory initiatives requiring non-financial disclosure is also growing rapidly, further enhancing corporate transparency and accountability on environmental and social issues. Regulations can be divided into two types: legally binding regulations and non-binding regulations that must be followed, for example, to be included in sustainable foundations. The first environmental laws, such as the Clean Water Act, were passed in the early 1970s and aimed to monitor and limit the environmental impact of businesses. (United States 1972). In an effort to express their commitment to sustainable business practices through climate stabilization, sustainable resource management and building an inclusive economy, several companies joined together to form an alliance called CERES (Laird 2002).

As the number of non-financial disclosures increases, so does the problem of comparability, as they report different key figures and are written in different styles. For this reason, the Global Reporting Initiative (GRI) was founded in 1997 to create a uniform global language for non-financial reporting (Hedberg and von Malmborg 2003). As of 2020, 73% of the world's 250 largest companies publish CSR/ ESG/ SDG/ sustainability reports according to the GRI Standards, a uniform way of reporting CSR / ESG issues (McKenzie et al. 2020).
Consensus among investors and political institutions about the growing importance of ESG factors and longer-term investments led to a conference in 2005 with 50 CEOs of major financial institutions, supported by the UN Global Compact, the International Finance Corporation (IFC), and the Swiss government (Kell 2018). The goal was to have an open discussion on the role of ESG indicators and create a mutual understanding. In the resulting report, “Who Cares Wins”, the term ESG was coined for the first time (Compact, UN Global 2004). Following, the United Nations launched the United Nations Principles for Responsible Investment (PRI) in 2006 to provide guidance on ESG for investors and companies. The resulting “Blueprint for Responsible Investment” has since been signed by more than 3,900 investors.

In response to increasing calls from academics and society for urgent action on environmental and social issues, CSR oversight has gained prominence on most policy agendas. In line with the EU’s CSR agenda, the Non-Financial Reporting Directives (NFRD) have required large companies to publish regular reports on the social and environmental impacts of their activities starting in 2014 (La Torre et al. 2020). The Corporate Sustainability Reporting Directive (CSRD), proposed by the European Commission on April 21, 2021, will expand these responsibilities. When the CSRD comes into force, companies will not only have to report in greater detail, but will also must have their reports audited (European Comission 2021).

1.2 Machine Learning approach on ESG data

Changing regulations and growing awareness for CSR caused reporting on non-financial factors to increase significantly in the last years and, thus, the availability of ESG scoring data (Tschopp and Huefner 2015). With the increasing amount of available data, traditional methods get outperformed on prediction tasks by advanced machine learning (ML) models in several studies (Amin et al. 2021; Singal et al. 2013).
ML is a branch of artificial intelligence and computer science that focuses on using large datasets and algorithms to improve themselves without being explicitly programmed to mimic the way humans learn and incrementally improve accuracy (IBM Cloud Education, 2020). Hence, ML and other data science techniques can be used to find underlying patterns and correlations in the increasing amount of worldwide ESG data that could not be identified before. As a result, new technology based on ML and big data unlocks valuable insights on ESG data to complement conventional financial information for investment decisions.

In the current literature, machine learning is mainly applied to analyzing ESG data regarding financial performance. In fact, most of the existing literature on machine learning indicates a direct link between ESG factors and the company’s financial performance (Margot et al. 2021). Additionally, Margot et al. (2020) indicates that the link between ESG profiles and financial performances can only be accessed with non-linear machine learning techniques. Furthermore, Lanza et al. shows that ML techniques can be used to identify those indicators that better contribute to constructing efficient financial portfolios (Lanza, Bernardini, and Faiella 2020).

Nevertheless, ESG data is not only associated with the company’s financial performance but also indicates that strong ESG propositions attract B2B and B2C customers with more sustainable products and boost employee motivation (Henisz, Koller, and Nuttal 2019).

Thus, this research aims to identify how machine learning models can be implemented to analyze factors such as ESG controversies, employer attractiveness, ESG score performance, and sustainability reports for new business applications.

1.3 The construction of ESG scores

While existing policies and guidelines facilitate the reporting of ESG indicators, further manual revision is undertaken for a transparent and standardized comparison. ESG rating agencies serve as independent third parties who make company-level information available and
comprehensive. The information gathered can stem from direct engagement with companies, such as through surveys, as in the case for the Dow Jones Sustainability Index and the Carbon Disclosure Project. A second approach is through the application of ML for automated data collection of publicly available information, such as company websites, reports, and news sites. Studies show that while scores can differ due to different methodologies used to create the ratings, ESG scores are a reliable and robust indicator of CSR performance and are commonly used in financial analyses (Billio et al. 2021; Del Giudice and Rigamonti 2020).

Within the scope of this study, the Refinitiv (former Thomson Reuters - Asset4) database is used, providing one of the largest ESG content collections. Refinitiv gathers data using a combination of both algorithmic and human processes from Company websites, company reports, NGO websites, media and news, and stock exchange filings. Each data entry is error-checked and then run through a consistency quality check to ensure the database's reliability. In total, Refinitiv includes over 450 different ESG metrics for over 10,000 companies, covering over 80% of the global market cap and the history of the observations goes back to 2002.

As shown in Figure 1, Refinitiv evaluates a company with the ESG combined score (ESGC).

Figure 1: ESG Framework
The ESGC score represents the discounted ESG score, which accounts for a companies' actions against commitments, based on 23 ESG controversy topics, which are picked up by global media, and includes a severity weight to adjust for a company's market cap.

The non-discounted ESG Score is broken up into the three respective pillars, each of which includes different main categories: Environmental (E) includes emissions, environmental innovation, and resource use; Social (S) includes community, human rights, product responsibility, and workforce; and Governance (G) includes CSR strategy, management, and shareholders. According to their significance for the specific industry group, different industry groups can have different pillar weights factoring the corresponding pillar. For governance, the pillar weights remain the same across all industries.

Like the pillar weights, the category scores have different weights depending on the industry group. The weights are used to better benchmark various industries, as some categories are more relevant and material to companies within the same industries. There are ten different categories spread across the three pillars. Each category is made up of multiple measures, which total to 186 included in the ESG score. In total, Environment contains 3, Social 4, and Governance 3 categories with 68, 62, and 56 measures, respectively.

Every Company's performance is ranked within the industry group for environmental and social category scores and the Controversies Score. Refinitiv benchmarks the Governance categories against the country of incorporation for the rank score. The final ESG and ESGC scores are given in both percentile rank scores and letter grades from A+ to D.

2 Data Exploration

While the wide-ranging Refinitiv database covers over 9,000 global companies, we have focused our work particularly on European companies. In total, we have collected 11,484 ESG ratings for 2,140 European companies. These companies are spread over 11 industries. While
industrials and consumer discretionary are most prevalent industries in our data, the energy and utilities sectors are the least occurring, as shown in Figure 2.

Looking at the number of companies over the entire period for which Refinitiv collects ESG data, a positive trend is clearly visible. In our dataset, there were less than 100 companies per year from 2002 until 2010, but the number has almost tripled from 2011 (701 companies) to 2020 (1,901 companies). In Figure 3 we can see that the data again underscores the rise and development of ESG, especially in the last decade.
The summary statistics of the separate ESG Scores, presented in Table 1, indicate that both the ESG Score and the ESGC score are similar distributed around 50.

Table 1. Summary statistics of ESG scores and controversy scores over the complete data set

<table>
<thead>
<tr>
<th></th>
<th>ESG Score</th>
<th>ESGC Score</th>
<th>Controversy Score</th>
<th>Environmental Pillar Score</th>
<th>Governance Pillar Score</th>
<th>Social Pillar Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>51.58</td>
<td>49.42</td>
<td>90.67</td>
<td>48.15</td>
<td>50.03</td>
<td>55.14</td>
</tr>
<tr>
<td>std</td>
<td>20.76</td>
<td>19.50</td>
<td>23.11</td>
<td>28.09</td>
<td>23.15</td>
<td>23.29</td>
</tr>
<tr>
<td>min</td>
<td>0.10</td>
<td>0.10</td>
<td>0.51</td>
<td>0.00</td>
<td>0.38</td>
<td>0.12</td>
</tr>
<tr>
<td>median</td>
<td>52.69</td>
<td>64.23</td>
<td>100.00</td>
<td>72.75</td>
<td>68.85</td>
<td>74.23</td>
</tr>
<tr>
<td>max</td>
<td>94.52</td>
<td>93.66</td>
<td>100.00</td>
<td>99.16</td>
<td>98.59</td>
<td>98.63</td>
</tr>
</tbody>
</table>

The summary statistics also shows that European companies have a slightly higher median for environmental and social scores than for governance scores. In addition, Figure 4 highlights the bell shape of the ESG score distribution that typically occurs with a normal distribution. Most companies have ESG Scores around 50, and 90% have a score between 18 and 86.

While, the ESG score distribution is slightly skewed to the left, the Controversy scores, plotted in Figure 2, are highly skewed to the left.

![Figure 4. Distribution of ESG Scores for 2020](image)

![Figure 5. Distribution of Controversy Scores for 2020](image)

The figure shows that most companies do not face a controversy and therefore have a score of 100. Since the consequences of an ESG controversy can nevertheless be very serious for the companies and several stakeholders, the following section focuses on ESG controversies.
3 ESG controversy

While the idea of ESG scores is to make sustainability more transparent, accurate, and comparable (Refinitiv 2021), there is an increasing number of companies being accused of having a gap between their external communication and actual ESG practices (Walker and Wan 2012). According to Kanter, for many companies, the motivation of ESG activities is a profit-oriented marketing campaign (Kanter 2009). Many customers, investors, and academics distrust the veracity of claims about the corporate social responsibility benefits of many companies (Mattis 2008).

One reason for that is the rising number of ESG scandals reported in the news. According to the Refinitiv database, the number has almost quadrupled from 2009 and 2019\(^1\). Some of these scandals can result in tremendous fines. For instance, Google alone is currently facing €8.2 billion in EU antitrust fines (Euronews 2021). Further, ESG related scandals can result in a significant drop in share price. The Bank of America revealed that 24 ESG controversies of Fortune 500 companies resulted together in peak-to-trough market capitalization losses of $534 billion (Subramanian et al. 2019). Consequently, investors are less likely to include companies at high risk of facing ESG-controversy in sustainable funds reinforcing the falling share price (Flood 2019). In the case of Volkswagen, the loss in customer trust resulted in a decline in revenue of $3.7 billion (Bachmann, Ehrlich, and Ruzic 2017). Notably, an ESG controversy does not necessarily have to be directly the fault of the company as it can also occur in one of their supplier companies and still have a significant negative impact (Castillo et al. 2018).

Due to these serious consequences for multiple stakeholders, it would be of great interest to know in advance which companies may have an ESG-related scandal. By flagging companies at higher risk of ESG controversies, audit companies can screen those companies in more depth

---

\(^1\) See Figure 10 in Appendix 1
before they face a public ESG-related scandal. Further, rating agencies can create a new risk rating independently of news and social media. Finally, companies can use it as a risk mitigation monitoring method to prevent financial and non-financial impacts. While numerous papers use machine learning (ML) algorithms to detect financial regulatory violations, it is not yet clear whether they are applicable to CSR issues (Kotzian 2021).

Hence, the question to be answered with this paper is: Can companies that are more likely to face a controversy be flagged using ML Learning methods, and if so, how?

3.1 Leveraging Machine Learning for ESG controversy prediction

As data exploration has shown, manual interpretation of the data would be extremely complex due to its volume, variability, and intercorrelation of multiple variables. Several papers show that ML has already been successfully applied in various fields and has led to more evidence-based decision making (Jordan and Mitchell 2015). Recently, ML has also gained attention in the field of sustainability (Lee and Shin 2020). Its potential is underscored by a report from the World Economic Forum, which found that about 70% of goals to address environmental and social problems can be achieved through the use of technology (Herweijer et al. 2020).

The goal of this work is to identify companies with a higher probability of ESG controversy based on their reported CSR practices. Using a supervised machine learning algorithm, we can determine a function that maps the input (ESG input data) to the output (ESG controversy). Supervised algorithms require marked input training data. (Han, Pei, and Kamber 2011). More specifically, as we want to either flag or not flag a company, hence, the output variable is a Boolean variable, measured as 0 or 1 (Han, Pei, and Kamber 2011). Therefore, it is necessary to have a clear definition of the label, ESG controversy.
3.2 Definition of ESG controversy

ESG controversy refers to ongoing activities, events, or products of a company that harms the environment, society, or corporate governance. This includes the violation of laws and practices or events that violate accepted international norm (MSCI ESG Research 2020). Controversies can be the result of individual bad actors or unfortunate events and structural problems of the company, such as poor governance (MSCI ESG Research 2020).

A related concept is green-washing, known as unethical behavior regarding environmental practices (Furlow 2010). However, some definitions not only cover environmental but also social practices (Mattis 2008). Lately, new terms like blue-washing and pink-washing were derived, which stands for cover-ups in the social and LGBT domain, respectively (Smith and Keating 2017; Berliner and Prakash 2015).

In many cases, companies communicate a sustainable performance based on a few selected attributes without attention to other important CSR issues (TerraChoice 2010) or (un-)purposely falsely state social or environmental claims (Lynes 2015). These types of green / ESG laundering practices are referred to as the "sin of hidden compromise" and the "sin of fibbing" (Freitas Netto et al. 2020). Often, scandals become public years after the unethical practices began. For example, in the case of Volkswagen, they manipulated emission levels for years before they were caught (Schiermeier 2015).

In this paper, we only consider ESG controversies that became a public scandal. We use the ESG controversies reported by the Refinitiv database, which automatically captures controversies from media sources on various ESG controversy topics (Refinitiv 2021).
4 Methodology

To develop a tool that flags a company at higher risk, the pipeline presented in Figure 6 is executed. This methodology was applied three times for each pillar - Environmental, Social, and Governance.

![Figure 4. Pipeline Flagging Tool](image)

4.1 Data Input and Preprocessing

4.1.1 Label

The target variable is a Boolean variable and indicates whether a company has a controversy in the respective year. It is calculated based on 23 different controversy types from the Refinitiv database, which describe different types of controversy\(^2\). From these variables, we created three Boolean variables for each of the categories - Environment, Social, and Governance.

\(^2\) See overview of all controversy types in Appendix 2
Governance. We chose to create a Boolean variable instead of a continuous variable indicating the number of controversies in a corporate year for two reasons. First, many controversies are highly correlated and are not necessarily new scandals, but rather consequences of the first scandal. Second, the goal of this work is to flag companies at higher risk for ESG controversy, and therefore no distinction is made between type, impact, and number of controversies.

4.1.2 Features

The dataset contains six fixed variables that describe the instance: Index, Company Name, Country of Headquarters, Sector, Industry, and Date; these are not included in the classification algorithm. For most companies, scores are available for several years. However, we treated them as independent instances because the number of controversies a company has faced does not give a meaningful prediction of how likely it is to face another controversy in the future. (Schroders 2017). In this paper, a company in a specific year will be referred to as “Company Year”.

The remaining dynamic variables consisted of Boolean variables, categorical variables, and continuous variables. The Boolean variables indicate whether a company has certain standards and policies. Due to the high correlation of the Boolean variables, we replaced them with two new variables, “Number of policy and standards” and “Number of unethical practices”, which represents the number of “True” values for the boolean variables with a positive and those with a negative polarity respectively. Afterwards, we have 73, 65, and 32 input features for Environment, Social, and Governance pillars, respectively. Finally, we normalized all features and replaced the missing data with zeros. In total, the used dataset consisted of 11,484 Company years from 2009 to 2021.
We created a second dataset that captured the percentage change from year \( t-1 \) to year \( t \) for each company to test whether the evolution of characteristics affected controversies rather than absolute numbers. However, these datasets did not contain any further information on this.

### 4.2 Feature Selection

Feature selection describes the process of selecting unique variables or attributes of the data when building models for machine learning and data science to eliminate irrelevant or less important features (Russell, Norvig, and Davis 2010). Thereby, the computational cost of modeling is reduced, and the quality of the model can be improved (Sarker 2021). While some models such as Support Vector Machine naturally perform feature selection, pre-selecting the most influential features enhances the comparability of different models (Soto et al. 2009). We used an independent t-test for Company Years with controversies and Company Years without controversy to test whether the features are informative. If the p-value for the feature is below 0.05, we can reject the Null-Hypothesis that the distribution is the same (Fadem 2008). 59, 50, 19 variables, for E, S, and G, respectively, had a p-value below 0.05, and therefore were used as input features for our model.

### 4.3 Selection and Finetuning of the Algorithms

Before training the model, we split the dataset randomly into training and testing data in a rate 70:30, as shown in Table 2.

<table>
<thead>
<tr>
<th>Table 2. Train-test split</th>
<th>Train set</th>
<th></th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Size</td>
<td>Ratio(^1)</td>
<td>Size</td>
</tr>
<tr>
<td>Environment</td>
<td>8,038</td>
<td>0.8%</td>
<td>3,446</td>
</tr>
<tr>
<td>Social</td>
<td>8,038</td>
<td>15.5%</td>
<td>3,446</td>
</tr>
<tr>
<td>Governance</td>
<td>8,038</td>
<td>2.7%</td>
<td>3,446</td>
</tr>
</tbody>
</table>

\(^1\)Proportion of Company Years that face a controversy.
The training data was used to build and fit the models, while the test data was used to evaluate the models (Vrgazova 2021). Looking at the ratio of company years with a controversy to those without, the data set is extremely unbalanced. Imbalance is a common problem in ML and can negatively affect the prediction probability of the model (Yang and Wu 2006). Therefore, it is necessary to consider it when training the algorithm.

4.3.1 Important Metrics

Not flagging a company facing a controversy (Type I error) can have severe consequences for the company, investors, and other stakeholders, as explained above. The Type I error is minimized when the Recall Score (RS) is maximized, which is calculated as follows:

\[
\text{Recall} = \frac{TP}{TP + FP} \quad (TP = \text{True Positive}, \ FP = \text{False Positive}).
\]

On the other hand, flagging a company without controversy (Type II error) leads to high investigation costs for validating ESG performance metrics for companies that actually comply with their ESG performance. Type II error is minimized when the Precision Score (PS) is maximized and is calculated as follows:

\[
\text{Precision} = \frac{TP}{TP + FN} \quad (FN = \text{False Negative}).
\]

In the case of our flagging tool, the consequences of a high Type I error are worse than the consequences of a high Type II error. Nevertheless, in minimizing the type I error, we must take into account the budget and the capacity of the audit firm. Thus, the goal of this model is to reduce the Type I error while minimizing the Type II error.

To compare the performance of the different models we applied the receiver operating characteristic (ROC) curve, from which we calculated the area under the ROC curve (AUC) (Rosset 2004). The ROC curve, plots at different thresholds the true positive rate (TPR) against the false positive rate (FPR). An AUC value of 0.5 means a random estimate while an AUC value of 1 would be a perfect prediction. Therefore, the closer the AUC score is to 1, the higher the predictive power (Barboza, Kimura, and Altman 2017).
4.3.2 Selection of the best performing algorithm

There are a variety of ML algorithms, and it is critical to find the algorithm that best suits the target (Lee & Shin 2020). To find the best model, we compared the performance of Logistic Regression, Random Forest Classifier, Gradient Boosting Classifier, AdaBoost Classifier, and Support Vector Machine. For machine learning algorithms to deliver optimal results, their hyperparameters must be set correctly (Syarif, Prugel-Bennett, and Wills 2016). Hence, we performed hyperparameter tuning for all the selected models using a 5-fold cross-validation grid search (Bergstra and Bengio 2012; Nievergelt 2000). We selected the optimal set of hyperparameters based on the best average value of the cross-validation estimator. Using the cross-validation technique can reduce the risk of overfitting (Lin et al. 2008). Since the data set is unbalanced, misclassification in the minority class must be penalized more than in the majority class. This can be achieved by balancing the weights of the two classes in the training phase of each model (Sinha, Purkayastha, and Gichoya 2019).

Next, we calculated the RS and the AUC curve for the optimized models, the results can be found in the following table.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Environment Recall</th>
<th>Environment AUC</th>
<th>Social Recall</th>
<th>Social AUC</th>
<th>Governance Recall</th>
<th>Governance AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log Regression</td>
<td>0.15</td>
<td>0.91</td>
<td>0.29</td>
<td>0.80</td>
<td>0.00</td>
<td>0.67</td>
</tr>
<tr>
<td><strong>Random Forest</strong></td>
<td><strong>0.80</strong></td>
<td><strong>0.95</strong></td>
<td><strong>0.65</strong></td>
<td><strong>0.80</strong></td>
<td><strong>0.69</strong></td>
<td><strong>0.77</strong></td>
</tr>
<tr>
<td>Gradient Boosting</td>
<td>0.45</td>
<td>0.73</td>
<td>0.39</td>
<td>0.68</td>
<td>0.09</td>
<td>0.56</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>0.60</td>
<td>0.90</td>
<td>0.38</td>
<td>0.79</td>
<td>0.79</td>
<td>0.53</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>0.15</td>
<td>0.95</td>
<td>0.67</td>
<td>0.79</td>
<td>0.70</td>
<td>0.63</td>
</tr>
</tbody>
</table>

*Note: All scores are measured on the test set; The highlighted model performed the best*

Random Forest Classifier (RF) performed best for all three categories when both metrics are considered. The RF is one of the most popular and powerful techniques in pattern recognition in ML (Shrivastava et al. 2020). It applies bootstrap aggregating to decision trees (Breiman, 1996). This means multiple decision trees are developed in parallel and make various
predictions. The class with the most votes becomes the model’s prediction (Liaw and Wiener 2002). Further, RF selects a random subset of features at each candidate split, a method known as random subspace projection (Tin Kam Ho 1998). Thereby, overfitting on features that are very strong predictors for the target class is minimized (Breiman 1999).

To have a useful labeling system, we need to capture a substantial number of companies facing ESG controversies. Therefore, we adjusted the classification threshold, which indicates the probability that an instance is assigned to one class or another (Fan and Lin 2007). Thereby, we can ensure to flag a sufficient proportion of companies with controversies.

5 Findings and implications

Once we selected the best model per domain, we measured its performance on the test set, as presented in Table 4.

<table>
<thead>
<tr>
<th></th>
<th>Recall Score</th>
<th>Precision Score</th>
<th>Risk multiplier</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Flagged</td>
<td>Not Flagged</td>
<td></td>
</tr>
<tr>
<td>Environment</td>
<td>65%</td>
<td>19%</td>
<td>0.2 %</td>
</tr>
<tr>
<td>Social</td>
<td>66%</td>
<td>40%</td>
<td>7.1%</td>
</tr>
<tr>
<td>Governance</td>
<td>67%</td>
<td>6%</td>
<td>1.4%</td>
</tr>
</tbody>
</table>

The model is evaluated with the RS and the PS as well as the risk multiplier. Since we optimized the threshold for the training set, the RS of the test set is not exactly 70%. When evaluating the results, it is important to keep in mind that the number of controversies in the three areas is very different. Therefore, the PS of the marked companies cannot be compared across the three columns. A better indicator is how much higher the proportion of companies with a controversy is among the flagged Company Years compared to the non-flagged Company Years, here given as a risk multiplier. In the environmental category, a flagged company is 93 times more likely to face a controversy a non-flagged company.
To understand which features determine the output, we used the SHAP (SHapley Additive exPlanations) algorithm from Lundberg & Lee (Lundberg and Lee 2017). SHAP uses a cooperative game theory approach to explain the output of complex models. It calculates the mean SHAP values to determine the features’ marginal contribution.

5.1 Environment

The model for the Environment category has a RS of 65 %, the exact distribution is shown in the Table 5.

<table>
<thead>
<tr>
<th>Table 5. Flagging Tool Performance - Environmental</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not Flagged</td>
</tr>
<tr>
<td>Absolut</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>No ESG-related scandal</td>
</tr>
<tr>
<td>ESG related scandal</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

Note: numbers in bold are correct predictions

1 Class means whether a company is flagged or not

From the 3,446 instances in the test set, the algorithm flagged 70 (2%). This includes 13 from 20 (65%) companies facing an ESG controversy. Among the flagged Company Years, the ratio of companies with vs without ESG controversy is 19,6 %, meaning that on average every fifth flagged company had a controversy. In comparison to the un-flagged companies, this ratio is 93 times higher.
When looking at the Summary SHAP plot (Figure 7), we can see that there is a positive relationship between ESG-controversies and the variables that measure emissions\(^3\), resources consumed\(^4\) and waste produced\(^5\).

On the other side, the recycling ratio\(^6\) negatively correlates with ESG controversies. Notably, the three features with the largest impact are emissions of the company. Practically, that means that Company Years with higher emissions scores are more likely to have an ESG controversy.

### 5.2 Social

In the Social category, the model flagged 349 from the 528 companies who suffered from a controversy representing a RS of 66\%, as shown in Table 6. The model flagged 881 Company Years, which is a PS of 40\%. In contrast, the probability of a company facing an ESG controversy among the unflagged Company Years is almost times lower.

---


\(^4\) Measured in: “Water Withdrawal Total”, “Fresh Water Withdrawal Total”, and “Energy Use Total”

\(^5\) Measured in: “Hazardous Waste” and “Non-Hazardous Waste”

\(^6\) Feature name: “Waste Recycled To Total Waste”
Table 6. Flagging Tool Performance - Social

<table>
<thead>
<tr>
<th></th>
<th>Not Flagged</th>
<th></th>
<th>Flagged</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Absolut</td>
<td>Share of</td>
<td>Absolut</td>
<td>Share of</td>
</tr>
<tr>
<td></td>
<td>Class²</td>
<td></td>
<td></td>
<td>Class ²</td>
</tr>
<tr>
<td>No ESG-related scandal</td>
<td>2,382</td>
<td>93%</td>
<td>532</td>
<td>60%</td>
</tr>
<tr>
<td>ESG related scandal</td>
<td>179</td>
<td>7%</td>
<td>349</td>
<td>40%</td>
</tr>
<tr>
<td>Total</td>
<td>2,561</td>
<td>881</td>
<td>3,446</td>
<td></td>
</tr>
</tbody>
</table>

In Figure 8, we can see a positive correlation with features that depend on the firm size⁷ and the probability of being flagged.

![Figure 6: SHAP Summary Plot - Social](image)

While this suggests a positive correlation between company size and ESG controversies, it must be taken into account that larger companies have a greater news presence and scandals are more likely to be uncovered (Drempetic, Klein, and Zwergel 2020). When analyzing the marginal effect that characteristics other than company size have⁸, there is no clear trend for "Total training costs" or "Announced layoffs." In fact, there is a negative relationship between employee salaries and the probability of being labeled⁹.

---

⁷ Measured in “Number of Employees from CSR reporting”, “Salaries and Wages from CSR reporting”, “Training Costs Total”
⁸ Measured in “Number of Employees from CSR reporting”
⁹ See Figure 11 and Figure 12 in Appendix 3
5.3 Governance

In the Governance category the prediction led to a RS of 67% (91 of 135 Company Years) and a PS of 6% (64 of 1076 Company Years), as represented in Table 7.

Table 7. Performance Flagging Tool - Governance

<table>
<thead>
<tr>
<th></th>
<th>Not Flagged</th>
<th>Flagged</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Absolut</td>
<td>Share of</td>
</tr>
<tr>
<td></td>
<td>Class¹</td>
<td>Class</td>
</tr>
<tr>
<td>No ESG-related scandal</td>
<td>2,273</td>
<td>98.6%</td>
</tr>
<tr>
<td>ESG related scandal</td>
<td>32</td>
<td>1.4%</td>
</tr>
<tr>
<td>Total</td>
<td>2,305</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To capture two-third of Company Years with controversies, the model flagged 1,140 (33%) of all Company Years, resulting in a large Type II Error. However, the proportion of Company Years with a controversy is four times higher among the flagged vs. not-flagged Company Years.

As shown in Figure 9, the most impact on a company's classification has “Board Member Affiliation”, “Compensation Committee Independence” and the relative senior compensation “Total Senior Executives Compensation To Revenues”.

Figure 7. SHAP Summary Plot - Governance
More board member affiliations lead to a higher likelihood of being flagged; it could mean that the board is less focused and thus hears about fewer internal controversies. Accordingly, a lower average meeting attendance\(^{10}\) and a lower “Board Member Turnover” also increase the probability of being flagged. Counterintuitively, when interpreting the board members’ independence\(^{11}\) individually it reveals a positive correlation with ESG controversy, however, when considering the board size, there is no meaningful interpretation\(^{12}\).

6 Contribution and use cases of the flagging tool

The introduced flagging system that can be used in at three different ways:

1. Audit firms can make a pre-selection and examine the flagged companies in more detail. This saves audit firms costs by reducing the number of companies they need to examine thoroughly. In addition, close monitoring of flagged companies reduces the risk of overlooking a controversial company, leading to reputational damage and legal consequences for the auditing companies.

2. Companies can use it as a risk screening tool to monitor different departments and partner companies along the supply chain. As mentioned, this can protect the company from reputational damage, financial losses, and legal consequences.

3. Investors/ fund managers can exclude flagged companies from funds to reduce the risk of a stock decline after a public scandal.

\(^{10}\) Feature name: Committee Meetings Attendance Average  
\(^{11}\) Measured in: “Compensation Committee Independence”, “Nomination Committee Independence”  
\(^{12}\) See Figure 13 in Appendix 4
Overall, this paper shows that it is possible to identify companies with higher risk in all three areas. For the environmental pillar in particular, the RF model found a strong relationship between input data from ESG reports and an ESG controversy. However, this tool can only serve as a warning or recommendation as to where more investigative resources should be applied. A labeled company cannot be accused of being involved in illegal or unethical affairs.

7 Limitations

The proposed model has three main limitations. First, the main limitation of the analysis is that the dependent variable most likely understates the actual number of violations. After a scandal occurs in one industry, similar scandals are uncovered in other industries as other companies are investigated more closely. From this, we can conclude that the number of unreported cases is larger than the actual number of controversies, meaning that we train and evaluate our model with an incorrect label.

Second, ESG is still a young concept, without clear reporting guidelines (Johnson 2021), resulting in many missing values. Therefore, it is recommended to conduct further research as the industry matures and data quality improves.

Third, the data set is biased with respect to company size. Large companies tend to report more, which reduces the amount of missing data. Also, as mentioned earlier, controversies are more likely to be uncovered at large companies, implying that their practices are less ethical than those of smaller companies. Since the new laws in force in the EU from 2022 also require smaller companies to provide ESG reporting, it is also important here is recommended to conduct further research once the data density has increased for smaller companies.
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9 Appendix

Appendix 1

![Figure 8. Development of Controversy Count](image-url)
### Table 8. Overview Controversy Types

<table>
<thead>
<tr>
<th>Pillar</th>
<th>Controversy Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Governance</td>
<td>'Executive Compensation Controversies', 'Mgt Compensation Controversies Count', 'Shareholder Rights Controversies Count', 'Insider Dealings Controversies Count', 'Accounting Controversies Count', 'Insider Dealings Controversies', 'Accounting Controversies',</td>
</tr>
</tbody>
</table>
Appendix 3

Figure 9. SHAP value: Salaries and Wages with Respect to Company Size

Figure 10. SHAP value: Training Hours with Respect to Company Size
Figure 11. SHAP value: Board Independence with Respect to Board Size