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Abstract. Understanding the survival prospects of a given population is essential in multiple research and policy areas, including public and private health care and social care, demographic analysis, pension systems evaluation, the valuation of life insurance and retirement income contracts, and the pricing and risk management of novel longevity-linked capital market instruments. This paper conducts a backtesting analysis to assess the predictive performance of Recurrent Neural Networks (RNN) with Gated Recurrent Unit (GRU) architecture in modelling and multivariate time series forecasting of age-specific mortality rates on Chilean mortality data. We investigate the best specification for one, two, and three hidden layers GRU networks and compare the RNN’s forecasting accuracy with that produced by principal component methods, namely a Regularized Singular Value Decomposition (RSVD) model. The empirical results suggest that the forecasting accuracy of RNN models critically depends on hyperparameter calibration and that the two hidden layer RNN-GRU networks outperform the RSVD model. RNNs can generate mortality schedules that are biologically plausible and fit well the mortality schedules across age and time. However, further investigation is necessary to confirm the superiority of deep learning methods in forecasting human survival across different populations and periods.
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1. Introduction

Understanding the dynamics of the survival prospects of a given population is vital in multiple research and policy areas, for instance, in public and private health care planning (e.g., of preventive actions, of long-term care needs, of epidemiological episodes), in demographic analysis (e.g., population projections, ageing assessment), in pension
systems design, reform and solvency analysis, in the pricing and risk management of novel longevity-linked capital market instruments (e.g., q-forwards, longevity bonds, longevity swaps), or the valuation of life insurance and private (individual, occupational) retirement income schemes (Coughlan et al., 2007; Bravo & Silva, 2006; Blake et al., 2019; Bravo, 2016, 2019, 2021a,b; Ashofteh & Bravo, 2020; Simões et al., 2021).

To reduce or eliminate the short- and long-term solvency concerns in retirement income schemes created by continuous life expectancy increases, an upward trend in old-age dependency ratios, and insufficient economic growth, in recent decades most countries have responded with parametric (e.g., increasing the retirement age) or structural pension reforms, including the switch from pay-as-you-go (PAYG) defined benefit (DB) plans towards mandatory fully-funded defined-contribution plans (e.g., the 1981 reform in Chile), the introduction of individual complementary funded accounts (e.g., Romania, Hungary, Poland, China) and the transition from classic DB PAYG plans towards Non-Financial Defined Contribution (NDC) schemes (e.g., Sweden, Italy, Latvia) (OECD, 2019). Another major pension reform trend has been to link earnings-related pension benefits to life expectancy developments. For instance, several countries (e.g., The Netherlands, Slovakia, Denmark, Portugal) automatically indexed their normal and early retirement ages to period life expectancy observed at retirement (Bravo & Herce, 2020; Ayuso et al., 2021a,b). Others have opted to link the first pension benefit to demographic or sustainability factors (e.g., Finland, Portugal) or to transformation (annuity) factors (e.g., Italy, Norway). In France and Italy, the eligibility requirements for a full pension now depend on the number of contribution years linked to longevity trends. Private (and public) retirement income schemes introduced longevity-linked life annuities which differ from the traditional level or inflation-linked annuities in that benefits depend on the dynamics of actual against forecasted survival probabilities (Alho et al., 2013; Bravo & El Mekkaoui, 2018; Bravo, 2021). Retirement income providers are substantially exposed to non-diversifiable longevity (and interest rate) risk.

The increasing use of longevity markers in public policy and private practice led to a growing interest in the development of mortality and longevity forecasting methods. In the actuarial, financial, and demographic literature, the traditional approach to age-specific mortality forecasting is to pursue an empirical identification strategy by which, given some criteria (e.g., BIC information criteria) a unique discrete-time or continuous-time parametric or non-parametric stochastic mortality model is selected from a limited number of methods (see, e.g., Lee & Carter (1992); Dowd et al. (2010); Hyndman et al. (2013); Huang et al. (2009); Zhang et al. (2013); Bravo & Nunes (2021) and references therein). Empirical studies show, however, that there is no single universal mortality forecasting method that performs consistently better across populations. Because of that, and to account for model uncertainty, a recent competing research line recommends the use of model combinations (e.g., Bayesian Model Ensembles) of heterogeneous models (Kontis et al.; 2017; Bravo et al., 2021; Ashofteh & Bravo, 2021; Bravo & Ayuso, 2020, 2021a,b). An emerging modelling approach is to use machine learning and deep learning methods to predict age-specific mortality rates (Deprez et al., 2017; Richman & Wüthrich, 2019; Bravo, 2021c,d; Hong et al., 2021).
This paper conducts a backtesting analysis to assess the predictive performance of Recurrent Neural Networks (RNN) with Gated Recurrent Unit (GRU) architecture in modelling and multivariate time series forecasting of age-specific mortality rates on Chilean mortality data. RNNs are dynamic neural networks extending Feedforward Neural Network (FNN) to tackle network problems when handling time series. The algorithm incorporates an internal working memory (a loop) to step through learning problems that involve sequential input data. This overcomes the limitations of plain vanilla RNN which tend to exhibit reduced capacity to seize long-term trends dependencies in mortality data, generating poor forecasts. RNNs with GRU architecture is one of the most popular RNN structures that aim to solve the vanishing gradient problem when training networks using back-propagation.

We adopt a fixed horizon backtesting approach considering a common medium-term (10-year) lookforward window to train the networks and to produce forecasts of age-specific mortality rates by sex. It is well-known that neural networks are critically dependent on the choice of hyperparameters. To identify the optimum hyperparameters combination for the RNN-GRU neural network, we carried a preliminary fine-tuning round and empirically investigated the sensitivity of the forecasting results against alternative choices in one, two, and three hidden layers RNN-GRU models (number of hidden neurons, number of epochs, optimizer, batch size). To evaluate the predictive precision of RNN-GRU models, we selected a traditional principal component method, namely the Regularized Singular Value Decomposition (RSVD) model proposed by Huang et al. (2009) and Zhang et al. (2013). The in-sample and out-of-sample forecasting error is measured by the Mean Squared Error (MSE) metric. The study goes deepens the preliminary investigations in Bravo (2021c) by examining the importance of the number of hidden neurons in the overall network performance. The empirical strategy is based on mortality (deaths classified by sex, age, calendar year, and birth cohort) and population (exposure-to-risk) data for Chile from 1992 to the latest available year (2017). The data source is the Human Mortality Database (HMD, 2021). A common difficulty when modelling Latin American countries’ longevity is the lack of sufficient past information on mortality trends disaggregated by individual age. Chile is the sole Latin American country available in HMD and this exercise could serve as a point of reference for life table preparation in this region.

The empirical results suggest that the performance of the RNN-GRU network depends on the number of hidden layers and the choice of the hyperparameters. The addition of hidden layers contributes to improving the model performance (minimizes the forecasting error) up to a certain point, after which further addition of layers reduces the model’s accuracy because of overfitting. Two and three hidden layer networks outperformed the RSVD model in the validation dataset. The best RNN-GRU networks can produce consistent and biologically plausible mortality schedules across most ages of the human lifespan. We believe further investigation considering alternative RNN networks, different backtesting approaches (e.g., rolling fixed-length horizon backtests, jumping fixed-length horizon backtests), and alternative populations are however needed to confirm or reject the pilot results obtained in this study.

The remainder of the paper is organized as follows. In Section 2, we describe the data and model specification used in this study, namely the Recurrent Neural Networks
with Gated Recurrent Unit structure, the RSVD model, the methods used to compute period life expectancy, and the learning data. Section 3 presents and briefly discusses the empirical results. Section 4 concludes and sets up the key areas for further research.

2. Data and model specification

2.1. Recurrent Neural Networks with Gated Recurrent Unit architecture

Cho, et al. (2014) introduced Gated Recurrent Unit (GRU) to, like LSTM, solve the short-term memory problem of plain vanilla RNN. GRU is slightly less complex but is approximately as good as an LSTM performance-wise. GRU share many characteristics with the more complex structure of LSTM networks, namely the basic idea of using a gating mechanism to learn from long-term dependencies in the data and to decide which and how much past information on the time series should be forwarded to the output, but there are some important differences (Figure 1). For instance, contrary to LSTM that have three gates (an input gate, a forget gate, and an output gate), a GRU has only two gates (a reset gate and an update gate) and does not have the output gate that determines how much to reveal of a cell. In addition, Second, a GRU does not include an internal memory differing from the exposed hidden state. The input and forget gates are connected by an update gate $z_t$ and the reset gate $r_t$ is applied directly to the previous hidden state.

Following Richman & Wüthrich (2019), Zhang et al. (2021) and Bravo (2021c), let $(x_1, ..., x_T)$ denote a time series of data (age-specific mortality rates) with components $x_t \in \mathbb{R}^{\tau_0}$ observed at times $t = 1, ..., T$. Our goal is to use this data as explanatory features to forecast a given output data $y \in \mathcal{Y} \subset \mathbb{R}$. Let $W \in \mathbb{R}^{\tau_0 \times h}$ and $U \in \mathbb{R}^{h \times h}$ denote...
the weight matrices for the input and the previous hidden-state result gates, respectively, with \( h \in \mathbb{N} \) denoting the number of GRU blocks in a hidden layer. The unit receives as initial information flow the output from the previous GRU unit \( h_{t-1} \in \mathbb{R}^h \) and the current input \( x_t \in \mathbb{R}^x \). The reset gate controls how much of the previous hidden state we want to remember, capturing short-term dependencies in the time series. The update gate controls how much of the new state resembles the old one, i.e., it captures the long-term dependencies in the data sequences. We use the sigmoid activation function to engineer input values to be in the interval \((0, 1)\). The RNN with GRU architecture can be formally described by the following set of equations:

\[
\begin{align*}
  r_t &= \sigma(W_r x_t + U_r h_{t-1} + b_r), \\
  z_t &= \sigma(W_z x_t + U_z h_{t-1} + b_z), \\
  \tilde{h}_t &= \phi(W_h x_t + (r_t \circ h_{t-1}) U_h + b_h), \\
  h_t &= z_t \circ h_{t-1} + (1 - z_t) \circ \tilde{h}_t, \\
  \sigma(x) &= \frac{1}{1 + e^{-x}} \in (0, 1), \\
  \phi(x) &= \frac{e^x - e^{-x}}{e^x + e^{-x}} \in (-1, 1)
\end{align*}
\]

where \( \sigma(\cdot) \) is the sigmoid function deciding how much input data should be used to update the memory of the network, \( \phi(\cdot) \) is the hyperbolic tangent function controlling for the importance of the values which are passed, and \( b_r, b_z \) and \( b_h \) are biases. Equation (1) and equation (2) define, respectively, the reset gate (short term memory) and the update gate (long-term memory) mechanisms. Equation (3) describes the dynamics of the candidate hidden state, integrating the reset gate with the regular hidden state updating mechanism. Equation (4) determines the hidden state updating mechanism.

We empirically investigate different choices of the hyperparameters of one, two, and three hidden layers GRU networks (e.g., the number hidden neurons) considering for a fixed 10-year look-forward window, alternative values for the number of epochs, alternative optimizers, and the Mean Squared Error (MSE) as loss function. To calibrate the models, all RNN and principal component approaches are trained on the training set years \( D_t^{\text{train}} = \{ t \in D : 1992 \leq t \leq 2007 \} \). Figure 2 illustrates the decomposition of the training data into the test and validation data as part of the backtesting exercise. The predictive accuracy was assessed on \( D_t^{\text{test}} = \{ t \in D : 2008 \leq t \leq 2017 \} \) using the MSE, computed as

\[
MSE_g = \frac{1}{N} \sum_{t=1}^{t_{\text{max}}} \sum_{x_{\text{min}}}^{x_{\text{max}}} (\mu_{x,t,g} - \hat{\mu}_{x,t,g})^2,
\]

with \( N = (x_{\text{max}} - x_{\text{min}} + 1)(t_{\text{max}} - t_{\text{min}} + 1) \). Taking the multi-step 10-year forecasts of age-specific mortality rates, we then estimate period life expectancy as follows (Ayuso et al., 2021a):

\[
e_{x,t,g}(t) = 0.5 + \sum_{k=1}^{w-x} k \hat{p}_{x,t,g},
\]
where \( k \) is the \( k \)-year survival probability for an individual aged \( x \) at time \( t \), and \( \omega \) is the highest attainable age in the life table, set at age 120 for all years and both sexes.

2.2. Regularized Singular Value Decomposition model

This paper considers the Regularized Singular Value Decomposition (RSVD) model proposed by Huang et al. (2009) and Zhang et al. (2013) as a benchmark for the RNN-GRU architecture forecasting accuracy. The RSVD model forecasts age-specific mortality rates by extending the one-way functional principal component analysis (PCA) to two-way functional data. This is achieved by introducing regularization of both left and right singular vectors in the SVD of the data matrix. Formally, following Bravo et al. (2021), let \( D_{x,t,g} \) be the number of deaths observed at age \( x \) during calendar year \( t \) from the population (country, sex) \( g \) initially \((E_{x,t,g}^0)\) or centrally \((E_{x,t,g}^c)\) exposed-to-risk. Let \( X = (m_{x,t})_{n \times p} \) be a data matrix of mortality rates with \( n \) ages and \( p \) years. The RSVD model assumes that the central mortality rate \( m(x,t) \) can be explained in terms of both period \( t \) and age \( x \) effects as follows:

\[
m(x,t) = \sum_{j=1}^{q} \lambda_j U_j(t) V_j(x) + \epsilon(x,t),
\]

where \( \lambda_q \) is the singular value, \( U_j(\cdot) \) and \( V_j(\cdot) \) are smooth functions of period and age, respectively, and \( \epsilon(x,t) \) is a mean zero random noise. The model is fitted iteratively. For instance, the first pair of singular vectors of \( X \), \( U_1(t) \) and \( V_1(x) \), solves the following least-squares problem

\[
(\hat{u}, \hat{v}) = \arg\min_{(u,v)} \| X - uv^T \|_F^2,
\]

where \( \| \cdot \|_F \) is the Euclidean norm of a matrix. The next pairs are extracted sequentially by removing the effect of the preceding pairs. For two-way functional data, the RSVD of Huang et al. (2009) defines the regularized singular vectors as

Fig. 2 – Backtesting forecasting methods: Training data illustration.
\[
    (\tilde{u}, \tilde{v}) = \arg \min_{(u,v)} (\|X - uv^T\|^2_F + \mathcal{P}_u(u, v)),
\]

where \(\mathcal{P}_u()\) is a regularization penalty, defined as:

\[
    \mathcal{P}_u(u, v) = \pi_u u^T \Omega_u u \cdot \|v\|^2 + \pi_v v^T \Omega_v v \cdot \|u\|^2 + \pi_u u^T \Omega_u u \cdot \pi_v v^T \Omega_v v,
\]

where \(\Omega_u (n \times n)\) and \(\Omega_v (p \times p)\) are symmetric and nonnegative definite domain-specific penalty matrices. Their objective is to balance the model goodness-of-fit against smoothness in mortality across age and time; \(\pi\) is a vector of regularization parameters optimally estimated based on generalized cross-validation criterion.

To forecast mortality rates and derive confidence intervals, we use general univariate ARIMA processes to model the time functions \(U_i(t)\).

### 2.3. Mortality data

The Chilean mortality data used in this study are publicly available from the HMD. The datasets comprehend the number of recorded deaths together with the corresponding resident population counts (exposure-to-risk), classified by individual age \(X = \{x \in \mathbb{N}, 0 \leq x \leq 110 +\}\), calendar year \(T = \{t \in \mathbb{N}, 1992 \leq t \leq 2017\}\), year of birth \(c = t - x\) and sex.

Figure 3 plots the raw log-mortality rates \(m_{x,t,g}\) by age in the range 0 to 100 years old and sex (left panel: Male; right panel: Female).

![Fig. 3 – Crude log-mortality rates by age and sex, Chile, 1992-2017](image)

The longevity trends observed in Chile in the last 25 years are very similar to those observed in developed countries, with a clear downward trend in mortality rates at all ages for both sexes. Chile is one of the countries with the highest life expectancy at all ages on the American continent. The most significant longevity improvements observed in Chile were recorded at younger ages, the exception being the accident hump in the male population in the age range 15-25 years old, and between women. Like in most countries of the world, Chilean women exhibit, on average, higher survival prospects than men of all ages. Increases in life expectancy at adult and old ages are also
important. Figure 4 highlights the dynamics of longevity at all ages through a heatmap and a contour plot of the crude log-mortality rates by age, year, and sex. For both sexes, blue (orange) color represents low (high) mortality. We can observe that longevity gains have been shifting progressively and consistently from early ages to adult and old ages.

![Heatmap and contour plots of raw log-mortality rates by age and sex, Chile, 1992-2017](image)

**Fig. 4** – Heatmap and contour plots of raw log-mortality rates by age and sex, Chile, 1992-2017

Notes: for both sexes, blue (orange) color represents low (high) mortality.

### 3. Results

#### 3.1. Hyperparameter calibration

We calibrate models for the male and female populations separately, i.e., we assume as usual that the mortality schedules of both sexes are independent. For very long-term forecasts, this may generate incoherence but given the lookforward window considered in this study, we believe it is a reasonable assumption.¹ For model training and learning, we randomly split the training data into a learning (test) dataset containing 80% of the data and a validation dataset comprehending the residual 20%. To calibrate the Stochastic Gradient Descent algorithm (SGD), we have experimented with different batch sizes and the number of epochs, controlling for the numbers of training samples processed before the model’s internal parameters are updated and the number of complete passes through the training dataset. Based on the hyperparameter calibration, we finally opted to run 500 epochs (in batches of 100) of the SGD on the learning dataset. We have experimented with alternative optimizers (Nadam, Adamax, Adam,…) opting finally to use the Adaptive Moment Estimation (Adam) which revealed to be computationally efficient and more reliable, reaching a global minimum when minimising the cost function in training neural nets, and requiring reduced memory given the large

¹ For some examples on the joint modelling of both sexes’ mortality schedules see, e.g., Hyndman et al. (2013), Richman & Wüthrich (2019) and Bravo (2021c).
nature of the problem in terms of data and number of parameters. For each model, the optimal calibration is identified by selecting the parameter combination with the lowest MSE loss in the test set.

For the one, two, and three hidden layers RNN-GRU architectures, we calibrated 6, 12, and 24 different networks \( \mathcal{M}_j \), respectively, considering all possible combinations in the array \( \mathcal{M}_j = \{ \tau_0 = (1, 3); \tau_2 = (5, 10, 20); \tau_3 = (5, 10) \} \). The RNN-GRU networks with the lowest forecasting error were re-trained on \( \mathcal{T}_\text{train} \), from which forecasts of age-specific mortality rates on \( \mathcal{T}_\text{test} \) were produced. The model fitting and forecasting procedures have been implemented using a routine running on R software. Table 1 summarizes the average fitting and forecasting loss metrics for all the RNN-GRU hyperparameter combinations tested for the female population of Chile.  

<table>
<thead>
<tr>
<th>Table 1. RNN-GRU: fitting/forecasting loss metrics for different hyperparameter combinations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
</tr>
<tr>
<td>( \tau_0 )</td>
</tr>
<tr>
<td>Panel A: ( RNN - GRU_1 (\tau_0; \tau_1) )</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>Panel B: ( RNN - GRU_2 (\tau_0; \tau_1; \tau_2) )</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>Panel C: ( RNN - GRU_3 (\tau_0; \tau_1; \tau_2; \tau_3) )</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>

Notes: \( \tau_0, \tau_1, \tau_2 \) and \( \tau_3 \) denote the number of hidden neurons in the hidden GRU layers; Average results for the female population considering for 10-year forecasting horizons. MSE values in \( 10^{-3} \). CPU time in seconds.

2 Due to space constraints, the results for the male population are not included in the main manuscript but are available from the authors upon request.
We also report the run times for each model, measured in seconds on a personal laptop with Intel(R) Core(TM) i7-10510U CPU@2.30GHz with 16GB RAM. For the one hidden layer model (Panel A), the best performing network includes five hidden neurons, i.e., RNN-GRU₁(τ₀ = 1; τ₁ = 5). For two hidden layer models (Panel B), the highest accuracy is obtained with the specification RNN-GRU₂(τ₀ = 1; τ₁ = 20; τ₂ = 15). Finally, for three hidden layer models (Panel C), the lowest forecasting error is obtained with the RNN-GRU₃(τ₀ = 1; τ₁ = 5; τ₂ = 15; τ₃ = 5) model.

Figure 5 illustrates the learning strategy on the best RNN-GRU networks, plotting the early stopping in-sample and the out-of-sample loss on the test dataset. We can observe that the addition of hidden layers helps improve the model performance up to a certain point, after which further addition of layers reduces the model’s performance, showing signs of clear overfitting.

![Figure 5 – Best RNN-GRU architectures with one, two, and three hidden layers, Women.](image)

Table 2 summarizes the predictive accuracy metrics of the best RNN-GRU models tested in this study and of the RSVD used as the benchmark.

<table>
<thead>
<tr>
<th>Model</th>
<th>GRU: #hidden neuron parameters</th>
<th>MSE</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>τ₀</td>
<td>τ₁</td>
<td>τ₂</td>
</tr>
<tr>
<td>RNN-GRU₁</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>RNN-GRU₂</td>
<td>1</td>
<td>20</td>
<td>15</td>
</tr>
<tr>
<td>RNN-GRU₃</td>
<td>1</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>RSVD</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Results obtained considering 10-year look-forward periods; MSE values in 10⁻⁵ units. CPU time in seconds.

Table 2. Forecasting accuracy metrics of the alternative RNN and GAPC models tested

The empirical results suggest that the performance of the RNN-GRU₂ network depends on the number of hidden layers and the choice of the hyperparameters, chiefly
the number of hidden neurons per layer. The two and three hidden layer networks outperformed the RSVD model in the validation dataset. The extra computation time required by some RNN networks is not sufficient, at this stage, to discard this model as a valid option for longevity risk modelling.

3.2. Forecasts of period life expectancy

Figure 6 illustrates the observed (black dots) and the forecasted (orchid color line) log-mortality rates by individual year generated by the best RNN-GRU for the female population of Chile.

Fig. 6 – Best RNN-GRU$_2$ model: Forecasts of log-mortality rates by age and year. Women
Figure 7 represents the corresponding (aggregate) forecasts using the RSVD model. The best RNN-GRU networks were able to produce consistent and biologically plausible mortality schedules across the entire lifespan spectrum, including at younger ages where the volatility is normally higher. Finally, to illustrate the application of forecasts of age-specific mortality in life table computation, we exhibit in Figure 8 the estimates of the period life expectancy computed at birth ($x = 0$) and the benchmark retirement age of 65 ($x = 60$) for Chilean women. The vertical cyan line marks the split between the training and validation datasets. We can observe that the average remaining lifetime in the country has been increasing consistently over the last quarter of a century, from 77.28 (17.57) years at birth (age 65) in 1992 to 81.70 (20.57) years in 2017. Similar results (at a lower level) were obtained for the male population. The increasing life expectancy challenges the solvency of public and private pension schemes and has important implications in individual consumption, saving and, labour market decisions.

Fig. 7 – RSVD model: Forecasts of log-mortality rates by age, Women.

Figure 8 – RNN-GRU2: Estimates of the life expectancy at birth and at the age of 65, women.
4. Conclusion

Model selection and model ensembles are currently the two main competing approaches when modelling and forecasting age-specific mortality for actuarial, financial, and demographic applications. The pool of individual candidate models includes generalized age-period-cohort stochastic mortality models, principal component methods, and smoothing approaches. More recently, attempts have been made to use machine learning and deep learning methods for multivariate forecasting. This paper follows this latter research trend and conducts a backtesting analysis to assess the predictive performance of RNN with GRU architecture in multivariate time series forecasting of age-specific mortality rates on Chilean mortality data. We compare the RNN performance with that offered by traditional principal component methods (RSVD model), widely used in actuarial and demographic studies. The empirical results obtained on a limited dataset suggest that the forecasting accuracy of RNN-GRU networks outperforms the RSVD model. However, the results also suggest that the RNN-GRU predictive accuracy is critically dependent on hyperparameter calibration and that adding extra hidden layers may lead to model overfitting. This is important since most longevity-linked securities and insurance contracts are typically very long-term contracts with pricing fixed at contract initiation and without the possibility of revision if observed longevity trends deviate from assumed improvements. Conceptual uncertainty (model risk) must be incorporated into pricing, risk management, and inference purposes. One way of doing this is to combine heterogeneous stochastic mortality models using, for instance, a Bayesian model ensemble approach (see, e.g., Bravo et al., 2021).

The mortality schedules produced by RNNs are biologically plausible, which is an important criterion for a good stochastic mortality model, and consistent across all ages of the human lifespan. This is an advantage when compared to some of the classical approaches to mortality forecasting which have proved to perform poorly when applied to both young, adult, and oldest-old age groups.

However, to be able to confirm or reject the claim that RNN models can be added to the toolkit of researchers and professionals working in longevity risk management or public policy analysis, we believe that further investigation is required to investigate extensively the sensitivity of the results to, for instance, hyperparameter choices, the type of network architecture, the lookback and lookforward window, the accuracy metric, or the population characteristics. This is on the agenda for further research.

Extending research to multiple state mortality models accounting for longevity heterogeneity is a priority to tackle actuarial fairness considerations in both social policy (e.g., public pension scheme design) and private insurance contracts (e.g., life insurance). Adopting non-uniform policy approaches considering the ex-ante life expectancy gradient, e.g., implementing differential retirement ages, sustainability factors, or social contribution rates, are some of the possible reform avenues aiming at reducing the redistributive distortions created by longevity heterogeneity (Bravo & Ayuso, 2021b). This can be done by using, e.g., multi-state models, which have been successfully applied to other problems such as long-term care and credit risk modelling (Chamboko & Bravo, 2016, 2020).
Despite the high predictive power of RNN-GRU against RSVD models found in this paper, the unsatisfactory interpretability of neural networks in mortality forecasting is still one of the key obstacles of deep learning techniques in its wide acceptance by the financial industry. For example, the European Union regulations provide customers impacted by tailored pricing algorithms the right to ask and receive an explanation for why a model makes a particular decision under specific circumstances, and the chance to benefit from fair algorithmic competition. Auditors and supervisors need to understand and approve internal risk models. This creates a big challenge when communicating deep learning algorithms and results.
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