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Abstract 

SARS-CoV-2 is the virus responsible for the current COVID-19 pandemic, which has caused 

>400 million infections and >5 million deaths, as of February 2022. Despite the vaccination efforts, it 

remains urgent to develop strategies to control the infection and treat patients. SARS-CoV-2 is a posi-

tive-sense RNA virus that is part of the Coronaviridae family. Its outer structure is spherical, it is encap-

sulated by a viral membrane and, in order to infect the host cell, it needs to fuse its membrane with the 

host cell membrane. 

One of the proteins that is attached to the viral membrane of the virus is the spike (S) protein, 

which is composed of two subunits: S1, containing a receptor binding domain (RBD) responsible for 

binding to the host cell receptor, and S2, that facilitates membrane fusion between the viral and host 

cell membranes. Thus, this protein is primarily responsible for the ability of the virus to enter the host 

cells, making it one of the most promising therapeutic targets of coronaviruses.  

The goal of this work was to design and produce antiviral proteins that might prevent the interac-

tion between the two proteins and therefore block infection. These proteins are engineered to bind to 

the RBD region and block its interaction with the host receptor, the angiotensin converting enzyme-2 

(ACE2). 

In a first step, several antiviral proteins were computationally designed with the Rosetta program, 

based on the interactions between ACE2 and the receptor-binding domain. Next, molecular dynamics 

(MD) simulations of three candidates were performed, both free in solution as well as in complex with 

the RBD, in order to test their interaction with the RBD. This was followed by experimental validation 

that began with the expression and purification of the three candidates. After obtaining pure fractions, 

the secondary structure and thermal stability of these proteins were tested by far-UV circular dichroism 

spectropolarimetry and differential scanning fluorimetry, respectively.  In order to assess the affinity of 

each candidate for the RBD, surface plasmon resonance was employed. Finally, neutralization assays 

were performed to study the neutralization ability of the proteins. The experimental results show that 

one of the designed proteins is a promising therapeutic lead that will be further improved in the future. 

 

Keywords: SARS-CoV-2, COVID-19, Pandemic, Coronavirus Disease-2019, severe acute respiratory 

syndrome coronavirus 2, Spike protein (S), protein structure, Receptor binding domain (RBD), Angio-

tensin-converting enzyme-2 (ACE2), Helix-Turn-Helix (HTH), Molecular dynamics (MD) simulation, Sur-

face plasmon resonance (SPR), Circular dichroism (CD), neutralization assays. 
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Resumo 

O SARS-CoV-2 é o vírus responsável pela atual pandemia COVID-19, que causou >400 milhões 

de infeções e >5 milhões de mortes, a datar de Fevereiro de 2022. Apesar dos esforços de vacinação, 

continua a ser urgente desenvolver estratégias para controlar a infeção e tratar as pessoas infetadas 

que apresentam sintomas. O SARS-CoV-2 é um vírus de RNA de sentido positivo que pertence à fa-

mília Coronaviridae. A sua estrutura externa é esférica, sendo encapsulado por uma membrana viral e, 

de forma a infetar a célula hospedeira, precisa de fundir a sua membrana com a membrana desta 

célula. 

Uma das proteínas que está ligada à membrana viral do vírus é a proteína spike (S), que é 

composta por duas subunidades: S1, que contém um domínio de ligação ao recetor (RBD) responsável 

pela ligação ao recetor da célula hospedeira, e S2, que facilita a fusão membranar entre as membranas 

do vírus e da célula do hospedeiro. Assim, esta proteína é a principal responsável pela capacidade do 

vírus de entrar nas células hospedeiras, tornando-a num dos alvos terapêuticos mais promissores dos 

coronavírus.  

O objetivo deste trabalho era conceber e produzir proteínas antivirais que pudessem impedir a 

interação entre as duas proteínas e, assim, bloquear a infeção. Estas proteínas são concebidas para 

se ligarem à região do RBD e bloquear a sua interação com o recetor hospedeiro, a enzima conversora 

da angiotensina-2 (ACE2). 

Numa primeira etapa, várias proteínas antivirais foram computacionalmente concebidas com o 

programa Rosetta, com base nas interações entre a ACE2 e o domínio de ligação ao recetor da proteína 

S. Posteriormente, realizaram-se simulações de dinâmica molecular (MD) de três candidatos, tanto 

livres em solução como em complexo com o RBD, a fim de testar a sua interação com esta proteína. 

Seguiu-se uma validação experimental que começou com a expressão e purificação dos três candida-

tos. Após a obtenção de frações puras, a estrutura secundária e a estabilidade térmica destas proteínas 

foram testadas, respetivamente, por espetropolarimetria de dicroísmo circular no UV distante e fluori-

metria de varrimento diferencial.  A fim de avaliar a afinidade de cada candidato para com o RBD, foi 

utilizada a ressonância plasmónica de superfície. Finalmente, foram realizados ensaios de neutraliza-

ção para estudar a capacidade destas proteínas se ligarem ao RBD. Os resultados experimentais mos-

tram que uma das proteínas concebidas representa uma estratégia terapêutica promissora que será 

ainda melhorada no futuro. 

 

Palavras-chave: SARS-CoV-2, COVID-19, Pandemia, Síndrome respiratória aguda grave coronavírus 

2, Proteína Spike (S), estrutura proteica, Domínio de ligação ao receptor (RBD), enzima conversora da 

angiotensina-2 (ACE2), Helix-Turn-Helix (HTH), Simulação de Dinâmica Molecular (MD), Ressonância 

Plasmónica de Superfície (SPR), Dicroísmo Circular (CD), ensaios de neutralização. 
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1. Introduction 

1.1. COVID-19 Pandemic  

The word "Pandemic" comes from the Greek and means "of all the people", which corresponds 

to an unexpected rise in the number of people presenting a certain group of symptoms, what is called 

an outbreak, which spreads worldwide. On the other hand, when infections occur locally, they are called 

epidemics, and are usually due to seasonal strains of viruses, bacteria and other pathogenic agents1,2. 

Pandemics can arise when new strains of viruses jump from another species to infect humans, which 

will promote the transmission of the virus among mankind before the population develops the immunity 

necessary to combat these new strains1,3. Pandemics have common characteristics: they affect a large 

fraction of the population and they spread to multiple geographic locations. However, their causes can 

vary substantially1. 

Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) is the agent causing the ongo-

ing global pandemic, which caused the emergence of coronavirus 2019 disease (COVID-19). The out-

break initially emerged in Wuhan city, within the Hubei province in China, in December 2019, causing 

pneumonia-like symptoms in a group of people4–6. On January 20th, 2020, the World Health Organiza-

tion (WHO) released the situation report-1 which indicated 282 laboratory-confirmed cases and 6 deaths 

worldwide4. Up to this point, the transmission of the disease cannot be controlled, as the number of 

confirmed cases and deaths is still increasing6. 

On January 30th, 2020, the WHO designated the infection as a public health emergency of global 

proportions7, and on March 11th, 2020, the WHO officially declared the COVID-19 infection a pan-

demic4,8. By March 1st, 2022, there were 435,626,514 confirmed cases and 5,952,215 deaths worldwide 

(Figure 1.1). In Portugal, there were 3,262,618 confirmed cases and 21,063 deaths. 

  

Figure 1.1 – Illustration of the world map regarding the number of confirmed cases per COVID-19 by March 1st, 

20229. 

 

Current treatment of patients with COVID-19 is based only on the management of their symp-

toms, and other, more specific therapeutic options are still under investigation. But in order to prevent 

the increase of infections, different types of vaccines are currently being administered, and in Portugal 
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these are Pfizer, AstraZeneca, Moderna and Janssen10. However, the high infection rates highlight the 

need for the development of new therapies4. 

1.2.  Respiratory virus outbreaks 

The COVID-19 pandemic is not the first viral outbreak to have devastating impacts on human 

health.  Among the various infections that exist, acute respiratory tract infections (ARTIs) are the most 

common diseases that affect all people regardless of age or gender. These diseases are caused by 

various types of microorganisms including a wide range of bacteria (i.e., Streptococcus pneumoniae) 

and viruses, such as Influenza A or B ("the flu"), respiratory syncytial virus (RSV), parainfluenza, ade-

noviruses, coronaviruses, and others. Of all of these, the most relevant infections are associated with 

coronavirus, Influenza A or B and RSV, which have caused several epidemics and pandemics through-

out history (Figure 1.2)1. 

 
 

Figure 1.2 – Time diagram of pandemics caused by viruses associated with the respiratory tract and the number 
of deaths that occurred.1 

 
Of all the viruses mentioned, coronaviruses and influenza viruses cause the most severe symp-

toms and some of the worst and most prolonged outbreaks1. 

Coronaviruses outbreaks 

Coronaviruses have been known to cause infections since the 1960s, but their ability to cause 

deadly epidemics has only become known in the last two decades. COVID-19 is the third major outbreak 

of coronaviruses in twenty years1. 

Because coronaviruses are zoonotic viruses, they can be transmitted from animals to humans 

and also from humans to humans by aerosols in the air. To date, several animals have been identified 

as possible reservoirs for these viruses, such as camels, pigs, rats, turkeys, bats, dogs, cats and others. 

Among all of them, the best known carrier of human infections is the bat. In 1960, the first cases of 

infection caused by coronaviruses in humans were reported and presumed to be the reason for the 

common cold1. 

In 2002, the first lethal disease caused by coronaviruses occurred and was designated severe 

acute respiratory syndrome (SARS), with the causative agent being named SARS-CoV. Ten years later, 

in 2012, another outbreak of coronavirus infections occurred in Saudi Arabia, which was designated as 

Middle East respiratory syndrome (MERS), and the responsible virus was named MERS-CoV1,2. 

In November 2002 in Foshan, China, the first known case of atypical pneumonia caused by 

SARS-CoV was reported. Since then, the disease has spread worldwide. In China, more than 300 cases 

were reported in a few months, mostly among health care workers, prompting WHO to declare the 

disease a "global health threat."1,2. 
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The natural reservoir of SARS-CoV was possibly the bat and the intermediate hosts before its 

spread to humans were possibly palm civets. Among humans, the main transmission routes were drop-

lets and aerosols2. 

SARS-CoV infections caused an illness similar to that caused by the influenza virus but more 

severe, causing fatigue and high fevers. The most common symptoms were nausea, vomiting and di-

arrhoea. The disease progressed to atypical pneumonia, in 20 - 30% of infected patients, with poor 

oxygen exchange in the alveoli and shortness of breath, where patients required mechanical ventila-

tion2. 

In order to deal with this outbreak, in March 2003, the WHO, along with a large network of re-

search centres around the world, launched studies to identify the agent that causes SARS. That same 

year, they examined several patients affected by the disease and found that a new coronavirus may 

have caused SARS1. 

In order to control the spread of the disease, the authorities took immediate action such as iso-

lation of suspected patients, quarantines and contact tracing. Later, in July 2003 the SARS pandemic 

ended, with 8096 to 8437 infected individuals and 774 to 813 deaths in 29 countries. In late 2003 (De-

cember - January 2004) a few more cases of SARS emerged again but no further cases of infection 

have been detected since then1,2. 

Although this disease had a low mortality and morbidity rate, the consequences of the SARS 

pandemic were not limited to those infected. It caused great anxiety among the population because the 

virus was new, could spread rapidly, and health care workers and hospitals were vulnerable1. 

In June 2012, in the city of Jeddah in Saudi Arabia, appeared the first case of acute pneumonia 

caused by a new form of coronavirus, MERS-CoV1,2. 

Individuals infected with MERS-CoV show various clinical features ranging from mild to severe 

fulminant lung disease. Infection with this virus causes highly lethal acute pneumonia and renal dys-

function with several associated symptoms, including headache, fever, chills, cough, sore throat, myal-

gia and arthralgia. Other symptoms include nausea, vomiting, diarrhoea and abdominal pain1,2. 

Between 2012 and 2020, 2494 to 2519 cases were confirmed and caused 858 to 866 deaths in 

27 countries1,2. 

Some of the laboratory-confirmed cases of MERS-CoV infection have been described as asymp-

tomatic, meaning that these individuals had no clinical symptoms but tested positive for this infection1. 

Once again, the natural reservoir of MERS-CoV was possibly the bat, while this time the inter-

mediate host before its spread to humans changed, having possibly been dromedary camels1,2. 

Due to technological advances, this time around researchers and health professionals were rel-

atively better prepared when this pandemic emerged. With the advancement of molecular diagnostic 

tools, such as the availability of advanced sequencing tools allowed the complete discovery of the ge-

nome1. 

1.3.  Biological and structural characteristics of SARS-CoV-2 

SARS-CoV-2 is an enveloped, spherical particle approximately 120 nm in diameter with a posi-

tive-sense single-stranded RNA genome (+ssRNA) consisting of 29,891 nucleotides coding for 9860 

aminoacids4,8,11. The RNA of coronavirus (CoVs) is the largest known viral genome with 27-32 kb in 

length4. 

This virus belongs to the family Coronaviridae, which is included in the order Nidovirales. This 

family is composed by two subfamilies, Coronavirinae and Torovirinae. The subfamily of SARS-CoV-2, 

the Coronavirinae, is classified into four main genera: Alphacoronavirus (α-CoV), Betacoronavirus (β-
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CoV), Gammacoronavirus (γ-CoV) and Deltacoronavirus (δ-CoV). The first two genera exclusively in-

fect mammalian species, while the other two genera have a wide host range, including avian spe-

cies1,4,8,12,13. 

Recently, the Betacoronavirus genus has been subdivided into lineages or subgenera A (Em-

becovirus), B (Sarbecovirus), C (Merbecovirus) and D (Nobecovirus). SARS-CoV-2 is a part of the 

genus Betacoronavirus and the subgenus Sarbecovirus (lineage B) (Figure 1.3)1,4,8,12. 

 

Figure 1.3 – Diagram of taxonomic features of SARS-CoV-2 (Adapted from1). 

Regarding the structure of SARS-CoV-2, it is constituted by four structural proteins and sixteen 

non-structural proteins12. Two thirds of the viral genome consist of two open reading frames (ORFs), 

ORF1a and ORF1b. These are translated into polyproteins, pp1a and pp1ab, respectively, which are 

processed by viral proteases into sixteen non-structural proteins (Nsp 1-16). The remaining one-third 

of the genome contains overlapping ORFs encoding four major structural proteins, the spike (S), mem-

brane (M), envelope (E) and nucleocapsid (N) proteins (Figure 1.4)12,14. 

 

Figure 1.4 – Organization of the SARS-CoV-2 genome. The viral genome consists of structural proteins neces-

sary for the assembly of new virions and sixteen non-structural proteins (Nsps) necessary for replication/tran-

scription (Adapted from14). 

From the 16 Nsp resulting from pp1a/ab proteolytic cleavage8, fifteen make up the viral replica-

tion-transcription complex (RTC) which includes RNA-processing, RNA-modifying enzymes and an 

RNA proofreading function needed to keep the integrity of the ~30 kb genome of the virus13. 
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The spike (S) protein is a class I viral fusion protein that binds to the host receptor and promotes 

fusion between the viral and host membranes. It has two subunits: S1 that contains a receptor binding 

domain (RBD) that binds to the host cell receptor and S2 that promotes fusion between the viral and 

host cell membranes15. The membrane (M) protein is a small protein (~25-30 kDa) responsible for giving 

the virion its shape and is the most abundant structural protein of the viral particle. This protein, which 

is a dimer, can adopt two different conformations, which favours membrane curvature and its binding 

to the nucleocapsid11. The envelope (E) protein (~8-12 kDa) contains an N-terminal ectodomain and a 

C-terminal endodomain and functions as an ion channel. It is present in small quantities in the virion 

but facilitates virus assembly and release. While the ion channel activity is not required for the virus to  

replicate, it is important for viral pathogenicity11. Finally, the nucleocapsid (N) protein consists of two 

separate domains and is the only protein present in the nucleocapsid. This protein is responsible for 

binding the viral genome in the form of beads-on-a-string (Figure 1.5)11. 

 

Figure 1.5 – Schematic illustration of the structural proteins of SARS-CoV-2. The envelope (E) protein enables 

assembly and release of the virus; membrane (M) protein gives the virion its shape; spike (S) protein mediates 

binding to the host receptor; nucleocapsid (N) protein binds the viral genome into a beads-on-a-string confor-

mation16. 

1.4.  Similarities between SARS-CoV-2, SARS-CoV and MERS-CoV 

In two decades, three highly deadly and pathogenic coronaviruses have emerged, specifically 

SARS-CoV, MERS-CoV and finally SARS-CoV-2. In morphology and genome organization, MERS-

CoV has the largest genome with about 30.11 kb, followed by SARS-CoV-2 with about 29.9 kb and 

SARS-CoV with 29.75 kb. In genomic homology, SARS-CoV-2 is about 80% identical to SARS-CoV, 

while it is 50% identical to MERS-CoV, the latter being from the C lineage of betacoronaviruses17,18. 

The S protein of SARS-CoV-2 also shows high homology with the other two viruses. With SARS-CoV 

this protein shares ~77% identity14, whereas with MERS-CoV the identity of the S protein is lower: 

31.9%4. 

All of these outbreaks by human coronavirus (hCoVs) are related to human-animal interactions 

(Figure 1.6). Most notably, SARS-CoV and SARS-CoV-2, both emerged from wet markets in China. 

SARS-CoV was thought to have emerged from wild animals that were sold in such markets. A CoV 

strain isolated from a palm civet from wildlife markets shared 99.8% identity with SARS-CoV. Therefore, 

this animal was considered to be the intermediate host for this strain18, although this matter remains 

unclear. 

MERS-CoV also originated from bats. An RNA fragment isolated from bat faeces showed 100% 

nucleotide identity with MERS-CoV from an infected person in the same area, indicating that bats were 

likely the source of this virus. Subsequently, the ability to replicate in bats without causing symptoms 

was demonstrated, suggesting that bats were an ideal reservoir for MERS-CoV. The dromedary camel 

was considered an intermediate reservoir when it was found that the sequence identity between the 
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virus in this animal and the virus in humans was high (99.2-99.5%)18. The origin of SARS-CoV-2 has 

also been linked to wet markets, like it happened in SARS-CoV. SARS-CoV-2 and BatCoV were found 

to share a genomic similarity, thus it was assumed that this animal was the natural reservoir of this 

virus. Genomic similarity was also found between SARS-CoV-2 and pangolin-CoV (91.02%), although 

lower than that with BatCoV (96.2%). With these findings, the doubt of which is the natural reservoir of 

this virus remains18. 

Regarding how these viruses enter host cells (Figure 1.6), in all of them do so by binding the 

receptor-binding domain to functional receptors on the surface of the host cell. Angiotensin-converting 

enzyme 2 (ACE2) is the dominant receptor in both SARS-CoV and SARS-CoV-2 hosts, although SARS-

CoV has other co-receptors (DC-SIGN and L-SIGN). The MERS-CoV receptor is the dipeptidyl pepti-

dase-4 (DPP4)18. 

 

Figure 1.6 – Illustration of the host cell receptors, potential animal hosts and biodistribution of SARS-CoV, 

MERS-CoV and SARS-CoV-218. 

As for the mode of transmission of these viruses, both SARS-CoV and SARS-CoV-2 have iden-

tical modes of transmission, through close person-to-person contact by inhalation airborne droplets or 

by contact with contaminated surfaces. In the case of MERS-CoV, humans can become infected when 

they come into contact with dromedary camels that are infected. Of the three viruses, SARS-CoV-2 is 

the one with the highest transmissibility, followed by SARS-CoV and MERS-CoV18. 

Both SARS-CoV and SARS-CoV-2 have more or less the same incubation time, which on aver-

age is 4 to 6 days. The incubation time of MERS-CoV is similar to both SARS (5.2 days)5,18. After the 

incubation period, when clinical manifestations begin to occur, in all three cases these are similar, in-

cluding fever (38.0°C), sore throat, cough, dyspnoea, fatigue, diarrhoea and headache18. In order to 

diagnose these three viruses, polymerase chain reaction (PCR) with viral RNA from clinical samples is 

mainly used because of its sensitivity, specificity, and simplicity18. 

1.5. Transmission, symptoms and diagnostics of SARS-CoV-2 

An episode of COVID-19 can be divided into three phases, depending on the degree of disease 

progression. In the initial phase, viral replication and mild symptoms occur6. In the initial phase of infec-

tion, SARS-CoV-2 infiltrates the lung parenchyma and begins to replicate. The S1 subunit of the spike 

protein binds to the ACE2 receptor on the host cell surface, while a furin protease cleaves the protein 

at the S1/S2 site and the transmembrane serine protease 2 (TMPRSS2) at the S'2 site to allow fusion 

of the viral and host cell membranes. Replication and translation of the viral genome then begins in the 

cytoplasm of the cell. This phase is characterised by the development of mild symptoms and an initial 

response of the innate immune system. The spread of the virus is prevented by the presence of mac-

rophages and natural killer (NK) cells. At this stage the synthesis of type I interferons (IFN) is activated. 
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Concerning adaptive immunity in this phase, the Th1/Th17 type immune response is crucial for virus 

clearance. Helper T cells activate T-dependent B cells in order to promote antibody production and will 

also promote the NFkB signalling pathway in order to introduce pro-inflammatory cytokines. Cytotoxic 

T cells destroy infected cells (Figure 1.7)4,6,19. 

The second stage is the pulmonary phase which involves the stimulation of adaptive immunity 

(inflammatory response) and respiratory failure and tissue damage begin to occur. This respiratory fail-

ure caused by SARS-CoV-2 presents different characteristics from that of typical acute respiratory dis-

tress syndrome (ARDS). ARDS is a complicated clinical syndrome of acute respiratory failure that de-

velops from non-cardiogenic pulmonary oedema. With the development of ARDS, the most common 

diseases associated with this development are bacterial and viral pneumonia. Extreme levels of cyto-

kines are present at this stage. Alveolar cell damage and necrosis may occur due to the presence of 

excessive and deregulated inflammation6. 

The third stage is the hyperinflammatory phase where hyperinflammatory conditions such as 

ARDS occur. Damage to distant organs and systemic inflammation are present due to increased host 

inflammatory response, which will result in multiple organ failure (MOF). At this stage, a high number 

of leukocytes with lymphopenia and increased levels of pro-inflammatory cytokines can be observed, 

some of these being IL-2, IL-6, IL-7, IL-10, C-reactive protein (CRP), monocyte chemoattractant protein 

(MCP) 1 and macrophage inflammatory protein (MIP) 1α (Figure 1.7). This "cytokine storm" causes 

lung injury with life-threatening complications (septic shock, ARDS, MOF, haemorrhage/coagulopathy, 

secondary bacterial infections and acute heart/liver/kidney injury)4,6,19. 

 

Figure 1.7 – The various immune responses of the host during infection with SARS-CoV-2. SARS-CoV-2 virus 

infects the host through the naso-oral route. Subsequently, the infection spreads to the cells expressing the 

ACE2 receptors in the lungs, which are the alveolar type 2 cells. This virus evades the innate immune cells due 

to uncontrolled virus replication, which leads to attenuation of the antiviral IFN responses. The rise in pro-inflam-

matory cytokines is due to the influx of neutrophils, monocytes/macrophages, and other adaptive immune cells. 

When Th1/Th17 cells are stimulated by viral epitopes, this can lead to an increased immune response. This 

inflammatory response leads to 'cytokine storms' that cause immunopathies such as pulmonary edema and 

pneumonia. In the innate immune response, cytotoxic T cells are recruited to the site of infection to try to kill the 

infected cells. B cells/plasma cells recognise viral proteins and are stimulated to produce antibodies specific for 

SARS-CoV-2 to provide systemic immunity20. 

  

SARS-CoV-2 Transmission  

The spread of this infection depends on several routes of human-to-human transmission (Figure 

1.8), which include direct contact with airborne droplets released when infected individuals speak, 

cough, and sneeze, which can lead to the inhalation of infected droplets by those nearby. Thus, respir-

atory droplet transmission is the principal mode of transmission of this disease4,6. Another way through 
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which this virus spreads is via environmental contamination. For example, the disease can be spread 

indirectly when a person touches a contaminated object and then touches their eyes, mouth, or nose. 

This is because this virus can remain stable and infectious in aerosols, surfaces made of plastic or 

stainless steel for hours or even days6. Recent research has suggested that another possible way of 

spreading is by airborne transmission through infected people4. 

The average incubation period for this virus is between 5 and 6 days, while it can go up to 14 

days or more. In a study by Lauer et al, 97.5% of people developed symptoms within 11.5 days of 

infection, whereas approximately 1% of those infected did not develop symptoms until 14 days of quar-

antine6,21. The average time between the onset of symptoms in a patient with a primary case (infector) 

and a patient with a secondary case (infected person) was 3.96 days6. Given this information, pre-

symptomatic transmission is likely. Symptomatic people are a source of infection, but asymptomatic 

can also be an important source of transmission6. 

 

Figure 1.8 – Mode of transmission of SARS-CoV-2 in humans. Transmission can occur by human-to-human 

spread and by droplets. Red colour corresponds to infected persons and green colour to healthy persons 

(Adapted from22). 

Symptoms caused by COVID-19  

Complications from COVID-19 are associated with several risk factors such as age (>65 years), 

chronic respiratory disease, cardiovascular disease, hypertension, diabetes, and obesity23. The most 

frequent complication is ARDS, and there are other fatal complications that include pneumonia, type I 

respiratory failure, sepsis, metabolic acidosis, arrhythmia, acute cardiac and renal damage, heart failure 

and hypoxic encephalopathy23. The clinical manifestations of this disease can be divided into mild, 

moderate, severe, or critical, depending on the strength of the infected person's immune system. Af-

fected individuals may be symptomatic or asymptomatic, with most patients having only mild symptoms 

and recovering from the disease4,12,23–25. 

The most common COVID-19 symptoms are fever (70%-90%), dry cough (60%-86%), shortness 

of breath (53%-80%), fatigue (38%), myalgia (15%-44%), nausea/vomiting or diarrhoea (15%-39%), 

headache and fatigue (25%)24,26,27. Loss of smell (anosmia) and taste (ageusia) are present in 3% of 

patients with COVID-196,27. When the disease is considered mild, the typical symptoms that the patient 

may present are fever, dry cough, sore throat, runny nose, sneezing, fatigue, myalgia, tiredness, muscle 

pain, headache, anosmia and ageusia6. There are also atypical symptoms, these being nausea, vom-

iting, diarrhoea and abdominal pain12,23. When the disease is considered moderate, symptoms of pneu-

monia, fever (usually persistent) higher than 37.8 °C with a dry cough start to appear12,23. When the 

disease is considered severe, dyspnoea, hypoxia (blood oxygen saturation (SpO2) ≤ 93%), diarrhoea 

and nausea begin to occur12,23. Finally, when the disease is already in a critical state, patients begin to 

have severe difficulty breathing and shortness of breath, chest pain and there is a continuous worsening 

of the patients' clinical prognosis. In this condition the most prevalent complications are ARDS, myo-

cardial damage, arrhythmias, heart failure, acute kidney and liver damage, encephalopathy, septic 
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shock, and multiple organ abnormalities12,23. In most cases, approximately 90% of patients present 

more than one of these symptoms. Most cases are between the ages of 30-79 (86.6%) and the highest 

number of fatalities are in the group of patients over 80 years23. 

COVID-19 diagnostics 

In order to detect whether a person is infected with the SARS-CoV-2 virus, there are two types 

of tests28. One of these tests is used to detect SARS-CoV-2 in the body by checking for the presence 

of this virus in samples taken from the throat, nose, nasal secretions (mucus) or sputum (saliva). These 

tests can be divided into nucleic acid-based tests (PCR), that detect the genetic material of the virus 

and antigen tests, which detect specific viral proteins. Associated with these tests, computerized to-

mography (CT) scans and chest X-rays are usually performed in order to complement the diagnosis28,29. 

Real-time reverse transcription-polymerase chain reaction (real time RT-PCR) is the main diagnostic 

test for the detection of SARS-CoV-2 in the human organism25,27. Swab samples, usually taken from 

the upper respiratory tract, are required to perform RT-PCR, depending on the ability to amplify a low 

concentration of nucleic acids present in these samples27. Regarding the type of sample, samples from 

the lower respiratory tract, such as bronchoalveolar lavage fluid, are more sensitive than samples from 

the upper respiratory tract, as shown in a study conducted in China26,27,30. Another alternative sample 

type is saliva, being a faster and less painful method than the other ways of acquiring samples27,31. The 

most important advantage of this method is that it can be designed for two different target systems, i.e., 

it can serve as a primer that can detect different coronavirus types including SARS-CoV-2 or as a primer 

that can identify SARS-CoV-2 with high specificity27,29,31,32. 

Rapid diagnostic tests to detect the presence of viral antigens have been developed, which are 

expressed by SARS-CoV-2, in respiratory tract samples from infected persons. These rapid tests are 

available for use on a large scale and the results are obtained shortly after the test, usually within 

minutes. In addition, these tests do not need to be performed in a laboratory and can be performed at 

the same site where the sample is collected. As these tests do not require laboratory processing and 

due to the type of technology, they become much cheaper than PCR tests. Regarding the type of sam-

ple used, these are very similar to those used in PCR tests, which are nasopharyngeal exudates ob-

tained with a nasal and/or oral swab33. 

Another type of test is serological testing, which are mostly used to find out if a person has ever 

been infected29. Normally, antibodies against SARS-CoV-2 are found in up to 50% of infected patients 

by day 7 and in all infected patients by day 1429,34. There are two ways to perform these serological 

tests, by enzyme linked immunosorbent assay (ELISA) or colloidal gold immunochromatographic kits35. 

These kits are sensitive, specific, rapid (less than ten minutes to obtain results) and require only a few 

microlitres of blood via a finger-prick to perform the assay34. Both techniques have been shown to have 

equal sensitivity with 100% specificity for detection of SARS-CoV-235. 

1.6. Entry mechanism in the host organism and mode of infection 

The first step in infection with SARS-CoV-2 is the recognition of its receptors on the surface of 

host cells. The virus first infects ciliated bronchial epithelial cells and type II pneumocytes36. This step 

occurs due to the viral S protein interaction with the human receptor ACE213,19,36,37. 

The S protein consists of two functional domains, the S1 domain containing the receptor binding 

domain (RBD) that binds to ACE2 and the S2 domain which mediates the fusion of the viral membrane 

to that of the host cell4,19. For SARS-CoV-2 to enter the host cell, two cleavage events are required in 

the S protein, one at the junction site of the S1 and S2 subunits and the other at the S2' site, which is 

located within the S2 subunit (Figure 1.9). The junction site of the two subunits is cleaved by a furin 

protease only during maturation of the virus in an infected cell, but the S2' site will only be cleaved after 

binding to ACE2, the latter being dependent on the former, and both are required for membrane fusion 

to take place38. 
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Binding of the virus to ACE2 will induce conformational changes in the S1 subunit that will allow 

exposure of the S2' cleavage site in the S2 subunit. This cleavage action at the S2' site can be carried 

out by different proteases, transmembrane serine protease 2 (TMPRSS2) or cathepsin L, depending 

on the entry pathway chosen by SARS-CoV-2. If the target cell does not express sufficient TMPRSS2 

or a virus-ACE2 complex does not encounter this protease, this complex will be internalised via endo-

cytosis, mediated by the clathrin protein in the endosomes, where cleavage at S2' is carried out by 

cathepsins, but these require an acidic environment for their activity to take place. On the other hand, 

in the presence of TMPRSS2 the cleavage of S2' occurs on the surface. In both entry pathways, cleav-

age of the S2' site triggers the dissociation of the S1 and S2 subunits and the exposure of the fusion 

peptide, which leads to conformational changes in the S2 subunit, particularly in heptad repeat 1. The 

S2 subunit becomes extended, which enables the insertion of the FP into the host membrane, thus 

initiating fusion between the viral membrane and the host cell membranes. A fusion pore is formed 

when the fusion between these membranes is completed, through which the viral RNA is released into 

the host cell cytoplasm to be uncoated and replicated19,38. 

 

Figure 1.9 – Two different SARS-CoV-2 entry mechanisms. After binding to ACE2 (step 1), the virus can enter 

the host cell by two different routes. In endosomal entry (left), internalisation of the virus-ACE2 complex is via 

endocytosis and for cleavage at S2' to occur, carried out by the cathepsins, these require acidification of the 

endosome to be able to carry out their activity (steps 3 and 4 left). In cell surface entry (right), cleavage at S2', 

carried out by TMPRSS2, occurs at the cell surface (step 2 right). Then, in both forms of entry, membrane fusion 

occurs between the viral membrane and the host cell membrane (step 5 left and step 3 right) and the subsequent 

release of the viral RNA into the host cell cytoplasm for uncoating and replication (step 6 left and step 4 right). 

(Adapted from38) 

Viral replication begins with the translation of the replicase-polymerase gene, i.e., the translation 

of genomic RNA into viral replicase polyproteins (pp1a and 1ab), and the assembly of the replication-

transcription complex (RTC). Then, in the process of replication and transcription mediated by the RTC, 

intermediates negative-sense RNA are synthesized, which serve as templates for the synthesis of pos-

itive-sense genomic RNA and of subgenomic RNA, which will encode structural proteins21,39. Then, 

after translation, the M, S and E proteins are inserted into the endoplasmic reticulum membrane and 

transported from here to the assembly site, the endoplasmic reticulum-Golgi intermediate compartment 

(ERGIC). The remaining structural protein, the N protein, which is replicated, transcribed, and synthe-

sised in the cytoplasm, will complex with the genomic RNA synthesised to form nucleoproteins 

(NPs)40,41. This nucleoprotein, along with the S, M and E proteins, and other viral proteins, are further 

assembled and formed into mature virions by budding in ERGIC. These are eventually released from 

the host cell again40. 
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The whole process described above, referring to what happens after viral entry, is represented 

in Figure 1.10. 

 

Figure 1.10 – Description of the SARS-CoV-2 infection process, showing what happens after viral entry. After 

membrane fusion, viral genetic material is released into the cytoplasm and viral replication begins with transla-

tion of the replicase-polymerase gene and assembly of the replication-transcription complex (RTC). Intermedi-

ates of negative-sense RNA (- sense) are then synthesized in order to serve as templates for the synthesis of 

positive-sense genomic RNA (+ sense) and of the subgenomic RNA, which will encode the structural proteins. 

After translation, the M, S and E proteins are inserted into the endoplasmic reticulum membrane and transported 

from there to the assembly site, the endoplasmic reticulum-Golgi intermediate compartment (ERGIC). The re-

maining structural protein, the N protein, which is replicated, transcribed, and synthesised in the cytoplasm, 

forms a complex of nucleoproteins (NPs) together with the genomic RNA, which are further assembled along 

with the S, M, and E proteins and other viral proteins and subsequently develop into mature virions in the ERGIC. 

These are eventually released from the host cell40. 

 

1.7. Spike (S) Protein 

In order to bind to the host cell receptor, the ACE2 protein, and to fuse its membrane with the 

cell membrane, SARS-CoV-2 uses a trimeric protein, the spike (S) protein, which is attached to the viral 

membrane by a small transmembrane domain and contains a large soluble region that protrudes from 

the viral surfaces. For this protein to be able to bind to ACE2 and promote fusion, several steps, involv-

ing different cleavage events in the S protein are required. All this involves different domains of this 

protein, the two functional domains S1 and S2, interacting with the host cell, as well as with extracellular 

and intracellular components, such as furin protease, TMPRSS2, cathepsin L and clathrin protein14,38,42. 

It is the efficiency of each of these steps that will dictate the virulence and infectivity of the virus, 

so disruption of any one of these steps may lead to possible treatment42. 

The S protein (Figure 1.11), with 1273 residues, consists of two main subunits, S1 and S214,43. 

Several three-dimensional structures of this protein are available, such as the full-length S trimer where 

the RBD can be found in the close or open conformation43, certain components such as the RBD and 

the NTD of this protein, the S protein of some variants, and this protein complexed with the ACE2 

receptor. The first solved structure of the S protein of the SARS-CoV-2 virus dates from early 2020.44 

C

athepsin L 
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Figure 1.11 – SARS-CoV-2 virus spike protein structure. (A) Schematic representation of the S protein domain 

organization, where each constituent is represented by a colour. (B) Structural representation of an S protomer 

(PDB: 6VXX and 6VYB). Abbreviations: Signal peptide (SP), N-terminal domain (NTD), C-terminal domain 

(CTD), receptor-binding domain (RBD), receptor-binding motif (RBM), subdomain 1 (SD1), subdomain 2 (SD2), 

upstream helix (UH), fusion peptide (FP), connecting region (CR), heptad repeat 1/2 (HR1/HR2), central domain 

(CD), transmembrane region (TM), and cytoplasmic domain (CP) and two distinct protease sites (S1/S2 and 

S2/S2') are indicated. (Adapted from14,45) 

The S1 subunit has the function of recognising and binding to host cell receptors and consists of 

the signal peptide (SP), the N-terminal domain (NTD) and the receptor binding domain (RBD)12,14,42. 

The SP corresponds to the initial 13 amino acids and its function is to guide the transport of the protein 

to its target membrane42. The RBD is composed by a central subdomain and the receptor-binding motif 

(RBM) that will interact directly with host ACE2. The sequence of this domain varies among different 

coronaviruses, which means that vaccines and RBD-based antibodies developed against SARS-CoV-

2 do not offer protection against other coronaviruses and vice-versa12,42. It also has the property that in 

the pre-fusion state it can adopt different conformations: one in which the binding interface of the re-

ceptor is covered by the adjacent protomer, corresponding to the closed conformation, and another one 

in which the binding interface is open for access by ACE2, corresponding to the open conformation 

(Figure 1.12). Only the latter conformation is suitable for binding to the ACE2 receptor45. 
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Figure 1.12 – SARS-CoV-2 S trimer structure in different conformations, closed on the left and open on the 

right45. 

In Figure 1.12 it can be observed that each trimeric spike has three non-synchronized RBDs, 

which implies asymmetric interactions with the receptor. However, binding of ACE2 to one open RBD 

may promote the conformational change of the other closed RBDs, allowing them to interact with the 

receptor45. In addition to this, it can also be seen in the figure that S protein has a large amount of 

glycans in both its subunits. Besides altering the antigenicity of the S protein, this shell of glycans may 

also alter the conformation of specific domains45. More specifically, the S1 subunit has 14 N-glycosyl-

sation sites (N-glycosites; N17, N61, N74, N122, N149, N165, N234, N282, N331, N334, N343, N603, 

N616, and N657) and 2 O-glycosylation sites (O-glycosites; T323 and S325), five of which are located 

in the RBD (T323, S325, N331, N334, and N34), while the S2 subunit has 9 N-glycosites (N709, N717, 

N801, N1074, N1098, N1134, N1158, N1173, and N1194)46.  

The function of the S2 subunit is to promote membrane fusion to facilitate the insertion of the 

viral genome into the cell. The S2 subunit consists of the fusion peptide (FP), two heptad-repeat do-

mains (HR1 HR2), the transmembrane domain and the C-terminal domain (or cytoplasmic domain, 

CT)12,14,42. The region that corresponds to the SARS-CoV-2 FP is still under debate, with two main 

candidate regions having been proposed. Fusion peptides (FP) constitute a small segment in the S 

protein found in the fusion domain (FD) of about 15 to 25 residues47,48. The FDs are highly conserved 

regions, especially in the more pathogenic members of the virus family and are maintained even in the 

absence of substitutions in the most common variants of SARS-CoV-2 (alpha, beta, gamma, delta, 

omicron) through evolution49. This region has a high hydrophobicity, being located at the N-terminus of 

the S2 subunit, near or right next to the proteolytic site of the protein50,51. These interact with host cell 

membranes and considerably alter its properties of fluidity, orderliness, curvature, and hydration, ulti-

mately leading to membrane fusion, and is thus a critical region for the fusion process51. The FD of 

SARS-CoV-2 (S816 - F855) consists of two distinct regions, the fusion peptide (FP, S816 - G838) and 

the fusion loop (FL, D839 - F855)49. These being the two main proposed regions, FP1 from residue 816 

to 835 and FP2 from residue 836 to 85448,52. However, other proposals exist in the literature and this 

matter remains unclear. 

Two anchors are required for fusion of the viral and host membranes, one on the virion side and 

another one on the host cell side. A region at the C-terminal end of the S2 subunit, known as the 

transmembrane domain (TMD), attaches this protein to the host membrane, whereas the FP, located 

on or near the N-terminal end of S2, enters the target cell membrane to initiate fusion. To insert the FP 

into the host cell membrane, the S2 subunit needs to undergo a large conformational change and be-

come extended, which is triggered by an external stimulus when the virus is close to the target cell. In 
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the case of SARS-CoV-2, the stimulus is the cleavage by the protease TMPRSS2, expressed on the 

surface of the host cell12,14,42. After inserting the FP into the host membrane, S2 undergoes another 

conformational change, which brings HR1 and HR2 close to each other. These two domains will interact 

with each other and form a six-helical bundle (6-HB), bringing the viral and host membranes into close 

proximity, facilitating the fusion process53. 

Regarding the characteristics of the RBD interaction with ACE2, its core is formed by a twisted 

five-stranded antiparallel β-sheet (β1, β2, β3, β4, and β7) together with short helices and connecting 

loops. Beyond this, between the β4- and β7-strands of the core, there is an extended insertion that 

contains the short β5- and β6-strands, α4- and α5-helices and loops. This extended insertion contains 

most of the SARS-CoV-2 contact residues that bind to ACE2 (Figure 1.13)54. 

 

Figure 1.13 – SARS-CoV-2 RBD bound to ACE2 general structure, where the region of the extended insertion 

that has most of the receptor contact residues can be seen. ACE2 is in green. The RBD of SARS-CoV-2 is 

shown in cyan, with the RBM in red. And in yellow are the disulfide bonds of the RBD54. 

Specifically, the RBD residues that exhibit interaction with those of ACE2 are K417, Y449, Y453, 

L455, F456, Q474, F486, N487, Q493, Y495, G496, Q498, T500, N501, G502, and Y505 (Figure 1.14 

A and B), six of which (K417, F456, F486, Q493, Q498 and N501) being identified as the key residues 

responsible for the strong binding of SARS-CoV-2 to ACE2. In addition to this, Jawad, B. et al saw that 

residues Y449, N487, Q493, G496, T500 and G502 in RBD are linked to residues Q24, E35, D38, Y41, 

Q42 and K353 of ACE2 via specific hydrogen bonds. Many of these hydrophilic residues located along 

the interface form a solid hydrogen bond network, as mentioned above, but also form salt bonds inter-

actions (Figure 1.14 C)54–56. 

 

 



 15 

 

Figure 1.14 – Representation of the RBD residues that are interacting with those of ACE2. (A) Open RBD with 

the residues that interact with those of ACE2 highlighted in green color. (B) Close-up view of the open RBD 

region that has the interacting residues with their respective identification. (C) Representation of some interac-

tions, where salt bonds and hydrogen bonds are represented by dashed lines. (Adapted from45). 

In addition to the interaction with ACE2, this protein also interacts with antibodies that neutralize 

SARS-CoV-2, and there are several antibodies structures in complex with this protein. These antibodies 

generally target both the RBD and the N-terminal domain of the S protein, these being the regions with 

the highest number of epitopes. Neutralizing antibodies directed to the RBD recognize multiple non-

overlapping epitopes, whereas neutralizing antibodies directed to the NTD seem to target a single su-

persite57–59. 

Since the pandemic began, several SARS-CoV-2 variants have appeared, some being of partic-

ular importance because of their potential to increase transmissibility, virulence or reduce vaccine effi-

cacy, thus contributing to the continuation of the COVID-19 pandemic. Some of these variants, those 

that have been deemed the most relevant and of concern are categorized as variants of interest (VOI) 

or variants of concern (VOC) by the WHO. The VOI contain mutations that can modify the phenotypic 

properties of the virus and may alter the rates of transmission or spread of the disease, while the VOC 

have been shown to have adverse effects on human health, because they have substitutions that can 

increase transmission rates causing more severe effects, and may also reduce the effectiveness of 

public health interventions such as vaccination60. Those categorized as VOI (Table 1.1) are Epsilon, 

Zeta, Eta, Theta, Iota, Kappa, and Lambda, while the VOC (Table 1.2) are Alpha, Beta, Gamma, Delta, 

and Omicron60–62. All of these variants have mutations in several genes that code for different proteins 

of the virus, all of them bearing mutations causing amino acid substitutions in the Spike protein. This is 

of extreme concern because, as we have seen, this is the protein that most participates in the infection 

and when substitutions affect it, they can lead to a reduction in the effectiveness of vaccines. 
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Table 1.1 – Variants of the SARS-CoV-2 virus classified as VOI and their characteristics, such as date of appear-

ance, geographical origin, number of substitutions in the S protein, most relevant substitutions, and phenotypic 

differences. 

Variant 
Date of  

appearance 
Geographical 

Origin 

Number of 
substitutions 

in the S  
protein 

Substitutions 
with  

pathogenic  
effects 

Phenotypical  
differences 

Epsilon 
September 

2020 
California 4 L452R 

significant  
resistance to  
antibodies,  
decrease in  

neutralization by vac-
cines, 18-22% in-

crease in  
transmissibility 

Zeta October 2020  Brazil 3 -  
no public health  

impact 

Eta 
December 

2020 
Many  

countries 
5 E484K 

reduction in the 
 ability to be  
neutralized  

 

Theta January 2021 Philippines 7 E484K 

transmissibility  
increased,  

reduction in  
neutralization  

 

Iota 
November 

2020 
New York 7 E484K, D253G 

reduction in  
neutralization  

 

Kappa October 2021 India 8 
E484Q,  
L425R 

transmissibility  
increased,  

reduction in  
neutralization  

 

Lambda 
December 

2020 
Peru 6 - 

high prevalence, 
higher infectivity and 

transmissibility 

 

In more detail, the Epsilon variant appeared in California in September 2020. This variant has 

four substitutions in the S- protein, one of them being L452R which affords significant resistance to 

antibodies, causing a decrease in neutralization by vaccines. In addition, it has an 18-22% increase in 

transmissibility compared to the original strain. The Zeta variant appeared in Brazil in October 2020. 

This variant has only three substitutions affecting the S protein. It has been reported that this variant 

has no public health impact. The Eta variant was identified in many countries in December 2020. It has 

five substitutions affecting the S protein, the E484K substitution raising concerns for immune evasion, 

thus causing a potential reduction in the ability to be neutralized by some monoclonal antibody treat-

ments. The Theta variant appeared in the Philippines in January 2021. This variant results from seven 

substitutions affecting the S protein, which caused the transmissibility to increase and there could be a 

potential neutralization reduction by some monoclonal antibody treatments, again displaying the E484K 

substitution. The Iota variant first appeared in New York in November 2020, and has seven substitutions 

affecting the S protein, including two substitutions, E484K and D253G, which participate in immune 

escape, and there may be a potential neutralization reduction ability by some monoclonal antibody 

treatments. The Kappa variant appeared in India in October 2021. This variant has eight substitutions 

affecting the S protein and, for the first time, two of its constituent substitutions appeared together, 

resulting in the E484Q and L425R substitutions. Once again, it caused transmissibility to increase and 

there could be a potential neutralization reduction by some monoclonal antibody treatments. The 

Lambda variant appeared in Peru in December 2020, having only six substitutions affecting the S pro-

tein. It spread rapidly with high prevalence, showing it to have a higher infectivity and transmissibil-

ity60,62,63. 
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Table 1.2 – Variants of the SARS-CoV-2 virus classified as VOC and their characteristics, such as date of appear-

ance, geographical origin, number of substitutions in the S protein, most relevant substitutions, and phenotypic 

differences. 

Variant 
Date of  

appearance 
Geographical 

Origin 

Number of 
substitutions 

in the S  
protein 

Substitutions 
with  

pathogenic ef-
fects 

Phenotypical  
differences 

Alpha 
September 

2020 
United  

Kingdom 
7 N501Y 

transmissibility  
increased by 50 to 
100%, 39 to 72% 
more lethal, no  

adverse effects on 
vaccine  

effectiveness, rapid 
spread  

Beta August 2020 South Africa 8 
K417N, E484K, 

N501Y 

transmissibility  
increased by 20 to 
113%, the potential 

risk of death in  
hospitalized  

persons increased by 
20% 

Gamma July 2020 Brazil 12 
K417N, E484K, 

N501Y 

70 to 140% more 
transmissible, 

evades immunity 21 
to 46% more, mortal-
ity increased by 20 to 

90%. 

Delta  
December 

2020 
India 8 

T478K, P681R, 
L452R 

transmissibility  
increased 97% 

Omicron 
December 

2021 
South Africa 30 - 

most transmissible of 
all, most cases have 

mild symptoms 

 

Regarding VOCs, all the variants not only have substitutions affecting the S protein, but also 

have many other substitutions affecting other components of the virus. The Alpha variant first appeared 

in the UK in September 2020. This variant has seven mutations affecting the S protein, which have 

increased transmissibility by 50 to 100%, and has become 39 to 72% more lethal but has no adverse 

effects on vaccine effectiveness. Its rapid spread is attributed to the N501Y substitution, which in-

creases its affinity for binding to the receptor. The Beta variant appeared in South Africa in August 2020. 

It has eight mutations affecting the S protein, which has caused transmissibility to increase by 20 to 

113%, the potential risk of death in hospitalized persons increased by 20% and has impacted immune 

escape after infection and vaccination. This variant has three amino acid substitutions of concern: the 

K417N and E484K, related to immune escape, and N501Y that increases receptor binding affinity. The 

Gamma variant appeared in Brazil in July 2020. It has twelve substitutions affecting the S protein, again 

exhibiting the previously mentioned three substitutions of concern, K417N, E484K and N501Y. This 

variant has become 70 to 140% more transmissible, evades immunity 21 to 46% more and its mortality 

has increased by 20 to 90%. The Delta variant appeared in India in December 2020. It has eight sub-

stitutions affecting the S protein, which have caused an increase in transmissibility of 97%. This signif-

icant increase is due to the presence of the T478K, P681R and L452R substitutions that are known to 

affect transmissibility. This variant was dominant in new cases worldwide from its emergence until the 

Omicron variant appeared. The Omicron variant appeared in South Africa in December 2021. Of all the 

variants, it has the most substitutions affecting the S protein, with a total of thirty substitutions. This 

variant has the greatest transmissibility and is currently the dominant variant in new cases worldwide, 

but most cases have mild symptoms60,62,63. 
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1.8. Properties of the ACE2 protein used as a receptor by SARS-CoV-2 

Angiotensin-converting enzyme 2 (ACE2) is a membrane-bound protein that has a wide variety 

of (patho)physiological functions. It is a negative regulator of the renin angiotensin aldosterone system 

(RAAS), facilitates transport of amino acids, and is the receptor for SARS-CoV-2, which allows virus 

entry into human cells6,64–66. RAAS is a complex system (Figure 1.15) that has an important role in 

maintaining blood pressure, electrolyte and fluid homeostasis and affects the function of many organs 

and constituents of the human body, such as the heart, kidneys, and blood vessels64,66–68. 

 

Figure 1.15 – Illustration of the renin angiotensin aldosterone system (RAAS). Renin protease converts angio-

tensinogen to Ang-I and this will be converted to Ang-II by the angiotensin-converting enzyme (ACE). Ang-II 

binds to the angiotensin type 1 receptor (AT1R), which will cause actions such as vasoconstriction, hypertrophy, 

fibrosis, proliferation, inflammation, and oxidative stress. ACE2 can convert Ang-I and Ang-II into angiotensin-

(1-7). The latter will bind to the MAS receptor and causing effects such as vasodilation, vascular protection, anti-

fibrosis, anti-proliferation, and anti-inflammation. Ang-II may also bind to the angiotensin type 2 receptor (AT2R) 

in order to counteract the effects mediated by AT1R. The pathway most likely to occur is from Ang-II to angio-

tensin-(1-7), due to the high affinity between ACE and Ang-I68. 

This protein (Figure 1.16) will interact with the RBD located in the S domain of the S protein of 

this virus. Thus, increased expression of ACE2 may allow greater susceptibility to viral cell entry.  
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Figure 1.16 – SARS-CoV-2 RBD structure (orange) linked to human ACE2 protein (green). (Taken from PDB. 

Code: 6M0J). 

The first crystallographic structures of this protein were solved in 2004 in response to the SARS-

CoV epidemic in the apo- and inhibitor-linked forms (PDB code: 1R42 and 1R4L)69. With the emergence 

of SARS-CoV-2, several structures were solved, such as the full-length, peptidase domain in complex 

with the coronavirus spike or with the amino acid transporter B0AT170. This protein is an integral type I 

membrane protein consisting of 805 amino acids, also acting as a carboxypeptidase. It is a functional 

homodimer comprising an N-terminal peptidase domain (Protease catalytic domain, PD) where the 

spike protein binding site is located, and a collectrin-like domain (CLD), containing a neck domain, a 

single transmembrane sequence (TM) and a cytoplasmic 43 amino acid tail. The neck domain is teth-

ered to the TM by a long linker (Figure 1.17). In addition, this protein at the interface region has two 

helices called α1 and α2, which are sites that interact with the RBD69–73. 

 

Figure 1.17 – Structure of angiotensin-converting enzyme 2 (ACE2). (A) Schematic representation of ACE2 

domains, namely an N-terminal catalytic protease domain, PD (blue) and a C-terminal collectrin-like domain, 

CLD (cyan). The signal peptide, cleaved during protein maturation, corresponds to the first 17 amino acids of 

the signal peptide. The extracellular neck domain, the linker, the single transmembrane (TM) helix and the in-

tracellular tail of 43 amino acids are domains of CLD. (B) Structure of full-length ACE2 in complex with B°AT1 

(PDB: 6M17). ACE2 is shown as cylindrical helices and loops with surface, whereas the surface of B°AT1 is 

shown in grey. The different ACE2 regions and the 4 major regulatory sites (1. active site; 2. hinge; 3. claw-like 

or Spike (RBD)-binding site; 4. PD dimerization interface) are indicated72. 

Human ACE2 

RBD from 

SARS-CoV-2 

A 

B 



 20 

It is possible for two S protein trimers to bind to one dimeric ACE2, in other words, each S protein 

trimer binds via one of the ACE2 protein monomers (Figure 1.18)74,75. 

In addition, this protein has seven potential N-linked glycosylation sites at its N-terminal peptidase 

end, namely asparagines 53, 90, 103, 322, 432, 546 and 690 (Figure 1.18). But it also has several O-

glycosylation sites, such as serine 155 and threonine 730. These glycosylation sites, especially those 

at the N-terminus, contribute substantially to virus binding. On the other hand, the abundance of O-

glycosylation sites is low and, since they are far from the interface of interaction with the virus, they 

probably do not contribute to binding70,76–78. 

Of these seven potential N-linked glycosylation sites, there are three that are more prominent, 

namely N90, N322 and N546. N90 may offer resistance against infection, and it is believed that its 

removal will increase the likelihood of spike protein binding to ACE2. On the other hand, the glycan 

N322 binds to a conserved region of the spike protein, strategically interacting with the RBD of this 

protein, thus enhancing binding. Finally, through MD simulations, it was observed that the N546 glycan 

is also involved in the interaction with the RBD, interacting with the N74 and N165 glycans of the S 

protein (Figure 1.18)74,76–78. 

 

Figure 1.18 – Representation of human ACE2, where the binding of individual monomers of the S protein to the 

peptidase domain (PD) of each hACE2 monomer is shown. Also depicted are the seven glycosylations present 

in ACE2, with the three most prominent, N90, N322 and N546, in red74. 

The interface between ACE2 and SARS-CoV-2 is mediated primarily by hydrophobic interac-

tions, and there are several sites in this region of ACE2 that interact with the RBD of the virus (Figure 

1.19 A). An extended loop region of the RBD spans the α1-helix of the ACE2 PD as a bond. The α2 

helix and the loop that is connecting the β3- and β4-antiparallel strands (loop 3-4) of the PD also con-

tribute to RBD coordination, but in a more limited way. As such, the contact can be divided into three 

clusters, and there are interactions of the RBD with the N- and C-terminal of α1-helix, but also with 

small areas of α2-helix and loop 3-475. 

Regarding the residues that participate directly in the interaction with the spike protein, they are 

mostly located in the α1-helix of ACE2. At the N-terminus of this helix, residues Q498, T500 and N501 

of RBD form a network of hydrogen bonds with Y41, Q42, K353 and R357 of ACE2 (Figure 1.19 B). In 

the middle α1, residues K417 and Y453 of RBD interact with D30 and H34 of ACE2, respectively, thus 

reinforcing the interaction due to the involvement of two polar residues (Figure 1.19 C). Finally, at the 

C-terminal of α1, Q24 of RBD interacts with Q24 of ACE2 by a hydrogen bond, while F486 of RBD 

interacts with M82 of ACE2 through van der Waals forces (Figure 1.19 D)72,75. 
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Figure 1.19 – Interactions between ACE2 and SARS-CoV-2 RBD. (A) For RBD recognition, the PD of ACE2 

mainly involves α1-helix. However, α2-helix and the linker between β3 and β4 also contribute to the interaction. 

(B to D) More detailed representation of the interface between RBD and ACE2, regarding the residues of both 

proteins that are interacting. Polar interactions are indicated by dashed lines in red75. 

The interaction between ACE2 and the RBD of SARS-CoV-2 can be affected by changing the 

binding affinity through naturally occurring mutations. For the ACE2 gene, several missense mutations 

are known to exist in the population79. In order to try to understand how these mutations influence 

binding, deep mutagenesis was used. A library was created containing all possible single amino acid 

substitutions at 117 sites spanning this entire interface, where it was observed that several ACE2 vari-

ants present in this library did not bind to RBD, while a smaller number of variants showed higher 

binding signals. In this study, it was reported that residues buried in the interface tended to be con-

served, while residues on the periphery of the interface were tolerant to mutations. It was also observed 

that the region around the C-terminal of the α1-helix and the β3-β4 strands showed low tolerance to 

polar residues, while the amino acids at the N-terminal of this helix and at the C-terminal of α2 have a 

preference for hydrophobic residues80. 

In addition, ACE2 residues N90 and T92, which together form a consensus N-glycosylation motif, 

were identified as notable hotspots for enrichment substitutions. All the substitutions performed at these 

two sites were highly favourable for RBD binding, with the exception of T92S which retains the N-glycan, 

showing once again that this N90-glycan partially hinders the interaction. An example of a favourable 

substituting amino acid is proline, which was enriched at five positions in this library (S19, L91, T92, 

T324 and Q325) where it may entropically stabilize the first turns of helices80. Thus, all this may explain 

the greater susceptibility to this virus that a part of the population presents. 

Lastly, the ACE2 protein is widely expressed in a wide variety of cells in different human organs. 

This protein is highly expressed in lung alveolar epithelial cells, where 83% of the cells expressing this 

protein are located, suggesting that the lung is the primary target of this virus68,81. This expression is 

also found in other tissues such as heart, kidneys, endothelium, intestine, eyes, bladder, pancreas, 

prostate, testicles, placenta and central nervous system41,81. It is also highly expressed in the luminal 

surface of intestinal epithelial cells, where it functions as a co-receptor for nutrients, namely for the 

uptake of amino acids from food64,65,81. 

1.9. Different types of treatments and vaccines 

At the moment, there are already vaccines against COVID-19, but specific antiviral treatments 

for this disease are still under development.  

In the meanwhile, in order to help patients, supportive treatment has been used to relieve the 

symptoms and discomfort associated with this disease25,82. Some treatments can be provided based 
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on early symptoms, such as mild analgesics, cough syrup, rest and a high amount of fluid intake22. The 

administration of various antibiotics in order to prevent the appearance of secondary infections is also 

being used20. Other supportive care that can be provided is oxygenation and ventilation in more severe 

cases4. Ventilators help infected patients to breathe and support lung function. Extracorporeal mem-

brane oxygenation (ECMO) is another useful technique to support the body during infection22,25. 

Although there are no specific antiviral treatments in use, there are several strategies being de-

veloped (in different stages), using possible targets that are involved in the entry mechanism and repli-

cation of this virus. These include small molecules with the ability to inhibit the cleavage of the S protein 

and, consequently, the ACE2-RBD interaction. An example of this approach are small molecules that 

inhibit host proteases required for viral entry, such as camostat mesylate which is an inhibitor of the 

serine protease TMPRSS24,12,53. Other approaches include the inhibition of enzymes involved in viral 

replication, the development of peptides inhibiting the HR1-HR2 interaction, monoclonal antibody-

based therapy and convalescent plasma therapy53, which consists of using plasma from people who 

have already recovered from SARS-CoV-2 infection so that the antibodies against this virus present 

therein specifically target this pathogen and aid the patient's recovery4,53. 

Another example is the development of peptides or small proteins capable of inhibiting viral bind-

ing of SARS-CoV-2 to the ACE2 receptor. Disruption of the SARS-CoV-2 RBD/ACE2 complex is the 

most promising strategy for blocking viral entry at the very first stage of infection. As such, there are 

several examples of possible approaches to this disruption. The development of ACE2 antagonist pep-

tides/proteins that will interact with the protein-protein interface in order to block the interaction is a 

promising therapy due to the high specificity and affinity these peptides may possess against the re-

quired target, the low interference with other biological processes, their rapid discovery, and their low 

toxicity due to low possibility of accumulation in the body53,83,84. 

De novo design is another approach that was used, through two ways: (i) computer-generated 

scaffolds that were designed around a helix of ACE2 that interacts with RBD or (ii) docked against RBD 

in order to identify new binding types. These have several advantages such as the fact that they cover 

a range of binding modes and together, escape by viral mutation would be quite unlikely. In addition to 

this, the high solubility, stability and small size mean that little or no immune response has been ob-

served85,86. 

Another approach is to use decoy ACE2 molecules in order to trap the virus. For this, soluble 

ACE2 (sACE2) was used, which is able to bind to the spike protein but since it is unable to reform 

membrane-bound ACE2, it will block the entry mechanism of the virus and consequently its replication. 

But there are several hurdles to overcome such as an ectodomain of ACE2 having 740 amino acids, 

so a truncated form of sACE2 is needed to reduce immunogenicity. Furthermore, sACE2 is unstable 

and can degrade rapidly, which will decrease its ability to trap the virus efficiently. To try to solve these 

obstacles, a chimeric sACE2 with a human IgG Fc fragment at the C-terminus was generated to stabi-

lize the protein and the resulting construct had a very prolonged plasma half-life. Another attempt at 

solving the obstacles was the use of novel LNPs (lipid nanoparticles) to package a soluble form of 

human ACE2, where it was reported that introducing sACE2 into the lungs of a mouse caused SARS-

CoV-2 infection to be strongly inhibited and that it can be detected after 48 hours of administration87. 

The use of pseudoligands to dominate the ACE2 binding site for SARS-CoV-2 has also been 

thought of as an approach. Here a pseudoligand that has a high affinity for the receptor was generated, 

which could be, for example, a truncated form of viral S protein that only contains the RBD or an engi-

neered artificial receptor-binding motif. But this approach has the risk that the pseudoligand upon bind-

ing to the receptor may trigger other intracellular signalling pathways or subcellular responses, such as 

a cytokine storm87. 

Another proposed approach is to use agents that promote or inhibit ACE2 internalization, either 

by designing small molecules that can bind to ACE2 and trigger its internalization or by using clathrin 



 23 

inhibitors to block virus-ACE2 complex endocytosis, where several clinical trials of these types of inhib-

itors are underway. A limitation in promoting internalization is the reduction of enzymatically active 

ACE2 on the cell surface, which can lead to increased inflammatory responses and lung damage87. 

Another way of approaching this disease that has been used is the study of the use of existing 

drugs in the treatment against COVID-19, which have shown to have some positive effect against this 

virus in clinical trials conducted. Some examples of these drugs are oseltamivir, arbidol, nucleoside 

analogues and the monulpiravir6,25,36,53,88–93.  

Oseltamivir is a drug approved by clinical trials to treat influenza viruses. Its way of fighting infec-

tion is to prevent the secretion of neuraminidase from viral cells, an enzyme that initiates the release of 

new viruses into host cells. In SARS-CoV-2, this drug causes the exocytosis of new viruses from the 

host cell53.  

Arbidol, also known as umifenovir, is another drug used to treat influenza virus infections. It in-

hibits the fusion of the viral membrane with the host cell membrane. It may therefore prevent fusion 

between the spike protein and ACE253.  

Nucleoside analogs are inhibitors of the RNA dependent RNA-polymerase (RdRp) enzyme and 

when entering the viral RNA chain, will cause premature termination. These drugs are shown to have 

a broad spectrum of antiviral activity against RNA viruses such as Ebola and hepatitis C. Clinically 

approved (ribavirin and favipiravir) and experimental (remdesivir and galidesivir) nucleoside analogs 

may have potential to treat COVID-1936,53,88.  

Molnupiravir is a prodrug of the ribonucleoside analog β-D-N4-hydroxycytidine (NHC). In the 

plasma, it is transformed into NHC and then into the active 5'-triphosphate form by kinases present in 

the host cell. The latter compound acts as a competitor substrate for virally encoded RdRp and, by 

incorporating into the viral nascent RNA, will induce an antiviral effect by leading to the accumulation 

of errors that increase with each cycle of viral replication. With the accumulation of damaging errors 

throughout the viral genome they cause the virus to become non-infectious and unable to repli-

cate89,90,92. This drug was developed by Emory University, USA, originally for the treatment of influenza, 

and was in pre-clinical testing at the time of the start of the pandemic. After the spread of COVID-19 

and as it was seen to have activity against a diverse amount of viruses, including SARS-CoV-2, the 

development program for this drug shifted to the treatment of COVID-19. It is now being developed 

jointly by Emory University, Ridgeback Biotherapeutics, and Merck93. This drug has already undergone 

several trials and is currently in phase-III trials. The results of these trials have demonstrated the toler-

ability, safety, and antiviral efficiency of molnupiravir in reducing virus replication and accelerating the 

elimination of the infectious virus, thereby preventing COVID-19 progression and eliminating SARS-

CoV-2 transmission. This drug could be available to the public in the second quarter of 2022, with the 

patent having been granted in Australia, Brazil, Canada, China, Europe, England, Japan, Korea, Phil-

ippines, and Singapore, and its simple structure will allow for easy synthesis89,93. 

All these drugs are still in clinical trials regarding their positive effects in treating COVID-19. 

Regarding existing vaccines in Portugal, those approved and administered to the population are 

the BioNTech Pfizer, Johnson & Johnson, Moderna and AstraZeneca. Of these four vaccines, two are 

mRNA vaccines and the other two are viral vector vaccines10,94–97. 

The mechanism of action of mRNA vaccines is based on human cells using DNA as a start ma-

terial for the production of proteins via an RNA intermediate. Here the mRNA will be used as the tem-

plate material, and these specially designed mRNA strands will encode a specific antigen of a particular 

disease. From the moment these RNAs enter the host cells, cellular translational machinery initiates 

the production of a fully functional antigenic protein from this mRNA. This antigenic protein is then taken 

up by antigen-presenting cells to activate the innate immune response53. Vaccines based on this mech-

anism of action are the BioNTech Pfizer and Moderna vaccines94,95. The synthetic mRNA strand en-

codes the viral spike protein which will stimulate an antiviral response against this protein12. 
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The mechanism of action of viral vector vaccines is based on the use of a modified version of a 

virus (a vector), in order to deliver genetic instructions to the body's cells. Thus, cells will produce virus-

specific antigens that will trigger an innate immune response. Vaccines based on this mechanism of 

action are Johnson & Johnson and AstraZeneca98. 

1.10. Objectives 

Since the S protein is essential for SARS-CoV-2 virus entry into the human body, and the RBD 

of this protein is the region of interest in this work, the aim of this thesis was the design and production 

of antiviral proteins that bind to this region and block the interaction between the S protein and the host 

receptor, the ACE2 protein. 

For this purpose, several antiviral proteins were computationally designed and then molecular 

dynamics simulations of three candidates were performed. After this, experimental methods were ap-

plied to produce and test these antiviral proteins. 
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2. Materials and Methods 

2.1. Molecular Modelling   

Molecular Modelling is defined as the scientific approach that studies molecular structures using 

a simplified description of a process or system in order to facilitate predictions and calculations, i.e., a 

"model"99,100. Hence, this technique is concerned with having ways to mimic the behaviour of molecules 

and molecular systems100, and can be applied to simple solids and fluids, complex systems, and even 

biological matter101. 

The appearance and constant advances of computational techniques have revolutionised mo-

lecular modelling to the point that, today, most calculations cannot be performed without the use of a 

computer. All this is due to the great increase in the range of models and systems to which molecular 

modelling can be applied100. 

Most molecular modelling studies comprise three steps. The first step consists of selecting an 

approach to describe the intra- and intermolecular interactions that the system has. The two most com-

mon approaches used in molecular modelling are quantum mechanics and molecular mechanics. 

These will calculate the energy of any arrangement of molecules and atoms in systems, allowing to 

determine how the energy varies depending on changes in the positions of the molecules and atoms. 

The second stage is where the actual calculation is performed, such as energy minimization and mo-

lecular dynamics or Monte Carlo simulation. Finally, the third step is the analysis of the calculations 

performed and verification that they were performed correctly100. 

Computational studies based on molecular models have started to play an important role in bio-

logical chemistry, biophysics, and biology. This is due to the fact that not all molecular properties of 

biological systems can be analysed by experimental means. Thus, computer simulations can comple-

ment the information obtained experimentally, such as conformational distributions or certain interac-

tions between parts of the system102. 

When choosing the type of molecular models that will be used, the type of question that we want 

to answer must be taken into account, because these models can vary in the level of detail that is used 

to represent the system (Table 2.1)102.  

Table 2.1 – Examples of molecular modelling levels (Adapted from102). 

Methods Degrees of freedom Time scale 

Quantum Dynamics Atoms, nuclei, electrons Picosecond 

Quantum Mechanics 

(ab initio) 
Atoms, nuclei, electrons No time scale 

Classical Statistical Mechanics 

(MD, MC, force field) 
Atoms, solvent Nanoseconds 

Statistical Methods 

(database analysis) 

Groups of atoms, amino acid resi-

dues, bases 
No time scale 

Continuum Methods 

(hydrodynamics and electrostatics) 

Electrical continuum, velocity con-

tinuum, etc. 
Supramolecular 
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Molecular Mechanics 

Molecular mechanics (MM) is the method selected for performing protein simulations using po-

tential energy functions (force fields)100,103. 

Many of the systems that are intended to be studied by molecular modelling are too large to 

consider quantum mechanics. This method deals with the degree of freedom of the electrons in a sys-

tem, so even if some electrons are ignored, a large number of particles still needs to be considered 

which makes the calculations time-consuming or even impractical in most cases100. 

Molecular mechanics calculates the energy of the system only as a function of velocities and 

nuclear positions, ignoring electronic motions. This is only possible due to the assumption that the 

electronic and nuclear motions are independent, called the Born-Oppenheimer approximation. In addi-

tion to this approximation, this method considers the atomic nuclei as classical particles, which will imply 

that their trajectories can be calculated by Newton's laws of motion100,104. As such, this method is nor-

mally used to perform calculations in systems containing a significant number of atoms100. 

Force Fields 

In this method, force fields (FF) or potential energy functions are used to describe the intra- and 

intermolecular interactions between the various atoms of a system100. In the literature there is a wide 

range of force fields, and the choice depends on the type of study to be performed105. 

The potential energy (V) corresponds to a function of the nuclear atomic coordinates (r) of the 

particles that constitute the system, being defined as the sum of the terms that represent the covalent 

and non-covalent interactions between the atoms100. A typical force field is represented by the expres-

sion in Equation 2.1: 

V(r) = Vbonds + Vangles + Vimproper dih. + Vproper dih. + Vvdw + Veletrostatic 

 

Equation 2.1 – Equation representing a typical force field. The contributions consist of bond-stretching (Vbonds), 

bond angle bending (Vangles), bond torsion (Vproper dih., proper dihedral torsions) and plane bending (Vimproper dih., im-

proper dihedral torsions). The nonbonded interactions are the van der Waals interactions (Vvdw) term and the elec-

trostatic Coulomb interactions (Velectrostatic)100. 

Bonded contributions consist of bond-stretching, bond angle bending, bond torsion (proper dihe-

dral torsions) and plane bending (improper dihedral torsions), while the nonbonded interactions are the 

van der Waals interactions presented in the form of a Lennard-Jones term and the electrostatic Cou-

lomb interactions (Figure 2.1)102. 

 

Figure 2.1 – Types of interactions between particles during a molecular dynamics simulation. In bonded inter-

actions there are four contributions, the covalent bonds, bending of the angle, proper dihedrals, and improper 

dihedrals. In the non-bonded interactions, there are only two contributions, the van der Waals and electrostatic 

interactions106. 
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There are several types of force fields and the choice of which one to use always depends on 

the user's preference for their target application. An example of force fields is given by Chemistry at 

Harvard Macromolecular Mechanics (CHARMM), which consists of a set of force fields that can be used 

for simulations of saturated and unsaturated lipids, protein-nucleic acid complexes, protein-lipids, and 

DNA-lipids107,108. GROMOS can be used to study biomolecular systems and this force field also covers 

proteins, nucleotides, and sugars108. Optimized Potential for Liquid Simulations (OPLS) is a range of 

force fields for condensed-phase simulations and was originally developed for liquid simulations on a 

variety of organic compounds. MM3 is one of the most widely used force fields for simulations of organic 

molecules. The consistent force field (CFF) has also been developed to handle a wide selection of small 

molecules, including parameters for peptides. Another force field is the Merck Molecular Force Field 

(MMFF) which has been shown to be successful in condensed phase proteins simulations, although 

the results have been inferior to those obtained with the AMBER and CHARMM force fields. Two other 

types of force fields are the Empirical Conformational Energy Program for Peptides (ECEPP) and 

Coarse-grained force fields, based on a different approach from the previously mentioned ones. 

Whereas the previously mentioned force fields are based on potential energy functions, ECEPP is the 

best one known that was optimised to directly reproduce free energies instead of potential ener-

gies107,108. Coarse-grained force fields provide a systematic way to reduce the number of degrees of 

freedom representing the system under study and to achieve this, entire groups of atoms are repre-

sented by single beads and these force fields describe their effective interactions. An example of this 

force field is MARTINI which is a coarse-grain parameter set capable of the modelling many systems, 

including proteins and membranes109. 

Finally, the force field that was used in the simulations performed in this work was the assisted 

model building and energy refinement (AMBER), more specifically the Amber14sb. This is a force field 

more commonly used in simulations of nucleic acids and proteins107. There are some studies that 

demonstrate a better performance of this force field in comparison with the previously existing ones, 

like the ff99SB. Mean errors in the relative energies of conformation pairs were lower and modifications 

of the backbone and side chains performed better in reproducing their reference parameters and also 

improved the parameters of the secondary structure content in small peptides. Therefore, the use of 

the ff14sb force field, in protein simulation began to be recommended110. 

Currently, most biomolecular simulations are realized with the AMBER, CHARMM and GROMOS 

force fields107. 

The energy terms of a classical force field used in MD simulations are present in Equation 2.2: 

Vbonds = bondskb(b - bo)2 

Vangles = angleskθ(θ - θo)2 

Vimp. dihedrals = imp. dihedralskω(ω - ωo)2 

Vproper dihedrals = proper dihedralsk(1 + cos[n - ) 

Vvan der Waals = pairs i,j εij [(
rm

rij
)

12

 - 2 (
rm

rij
)

6

] 

Velectrostatic = pairs i,j 

qiqj

4πεorij
 

 

Equation 2.2 – Equations representing the energy terms of a classical force filed used in molecular dynamics 

simulations. Each equation corresponds to the calculation of the potential energy of each type of contribution106. 

Bonded interactions 

The bonded interactions (Figure 2.2) are based on a fixed number of atoms and consist of differ-

ent contributions108. Each contribution is represented by one of the previous equations. 

D 

E 

C 
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Equation 2.2A represents the stretching of covalent bonds which will keep the bond length (b) 

close to the respective reference value (bo) and is modelled by a harmonic potential, treating bonds as 

springs. The rigidity of this bond is regulated by a force constant (kb)103,106,111. 

Equation 2.2B represents the bending of the angle between two covalent bonds that will be mod-

elled by a harmonic potential function, which will increase as the angle () moves away from its refer-

ence value (o). It is through the value of the force constant (k) that the energy penalization due to 

deviations from the reference angle is controlled103,106,111
. 

In equation 2.2C is represented the improper dihedral, a term which is used to maintain the chi-

rality of the tetrahedral centres, that is, in order to prevent the molecules from turning towards their 

mirror images. It is also used to maintain the geometry of planar groups. This is a harmonic potential, 

which will penalise deviations from the improper dihedral-angle reference (o), according to the force 

constant (k)106,111. 

Finally, in equation 2.2D are represented the proper dihedrals, which model the energy associ-

ated with the rotation over a single chemical bond. In this equation, the proper dihedrals are modelled 

by a periodic function (k) that will determine the barrier height to rotation, the phase shift () corre-

sponds to the location of the maxima in the dihedral energy surface and n represents the multiplicity, 

that is, the number of cycles per 360° rotation about the dihedral106,111. 

Non-bonded interactions 

The non-bonded interactions (Figure 2.2) consist of two groups, the van der Waals and the Cou-

lombic (electrostatic) interactions that occur between all pairs of unbonded atoms111. The terms that 

constitute them account for the potential energy of non-bonded interactions between atoms in the same 

molecule or atoms in different molecules, the latter separated by more than two or three covalent 

bonds100,103. 

In computational studies of biological systems, these terms are very important, due to the large 

number of these types of interactions occurring in biological molecules themselves and the strong in-

fluence that the surrounding environment has on the properties of macromolecules111. 

In equation 2.2E are represented the van der Waals interactions, classified as Leonard-Jones 

(LJ) 12-6 type. These are represented by two terms, a repulsive term that varies with distance raised 

to the 12th and an attractive term that varies with distance raised to the 6th, rm is the distance at which 

the potential reaches its minimum and rij is the distance between the atom i and j106,111. 

The electrostatic interactions are represented in equation 2.2F, and these are described by a 

Coulomb's law between pairs of atomic partial charges qi and qj that are divided by the distance rij, 

between atoms i and j, always taking into account the dielectric constant (o). These interactions depend 

on the charge of the atoms and the distance between them106,111. 
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Figure 2.2 – Illustration of two molecules in order to represent the energy terms. Molecule A consists of atoms 

1 to 4 and molecule B consists of atom 5. The covalent terms occur between atoms 1 to 4: the bonds (b) between 

atoms 1-2, 2-3 and 3-4, the angles () between atoms 1-2-3 and 2-3-4 and the improper dihedrals ()/proper 

dihedrals () between the 4 atoms. The non-bonded terms occur between all pairs of atoms, which are separated 

by more than two bonds, over an interatomic distance rij, which include electrostatic and van der Waals interac-

tions (Adapted from111).  
 

Energy Minimization 

The changes that occur in the potential energy of the system along the coordinates can be con-

sidered as movements on a multidimensional "surface", also called potential energy surface100. In MM 

there are regions of this surface that are more relevant corresponding to stable states of the system, 

that is, energy minimum points100.  

In order to identify the minimum points on the energy surface, a minimization algorithm is used. 

When choosing the most appropriate algorithm for the problem under study, several factors must be 

taken into account, and the energy minimization algorithm is one that provides a quick answer100. 

In the various studies carried out in this Thesis, the steepest descent algorithm was used to 

perform the system energy minimization. This is a first order derivative minimization algorithm that de-

scends in a straight line on the energy surface of the system. This process stops after a fixed number 

of interaction steps occur or when the energy gradient is less than a certain predefined value100. 

2.1.1. Protein Designs 

Protein design is a very useful tool for creating proteins that possess certain desired properties, 

but also for investigating their sequences and structural and functional relationships112. This is based 

on joining energy functions to evaluate candidates with the use of search algorithms in order to analyse 

large sets of candidates113. Despite great advances in recent decades, a reliable design of a stable, 

well-folded and soluble protein with the desired structure usually requires several trials, improvements, 

and significant resources114. 

The emergence of computational protein design (CPD) enabled exploring complete sequences 

of new topologies and, more recently, to design new topologies114. In most CPD methods, a discrete 

set of amino acid states and sidechain orientations relative to a single backbone structure is optimized 

according to a scoring function115. Furthermore, this technique is also used for problem solving in protein 

engineering, such as the de novo design problem, i.e., the creation of novel protein folds, binding inter-

faces, or enzymatic activities113. 

De novo protein design is often related to the specific fold of a certain structure relative to its 

amino acid sequence, but it will be the conformational changes that often mediates the protein func-

tion113. 

/ 
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There are several computational programs that can be used for protein design, some of them 

being Schröndinger software116, Molecular operating environment (MOE)117 and the Rosetta soft-

ware118. 

The software used for this work was Rosetta. This consists of a suite of programs, which include 

various algorithms for the computational modelling, design, prediction, and analysis of protein struc-

tures. This program started as a structure prediction tool but has evolved to offer a wide variety of 

effective algorithms to explore certain features of proteins, such as the backbone and sidechain. It also 

has scoring (energy) functions, containing a wide list of applications from folding, to docking and de-

sign118. 

RosettaScripts is an XML-like language belonging to the Rosetta program that specifies model-

ling tasks, such as protocols specified for certain experiments like sequence redesign or rigid-body 

docking119. 

Regarding the designed proteins employed in this Thesis (Table 2.2), to design the first binder 

candidate, the initial step consisted of selecting the ACE2 RBD-binding motif with 84 residues, between 

residue 19 and 103. This protein was designated as the Helix-Turn-Helix 1 (HTH1). The structure of 

HTH is composed of two long, parallel helices involved in ACE2 binding to Spike RBD (helix 1 and 2) 

and a short helix that links the other two in order to stabilise them. The first candidate was named HTH1 

and although it is isolated from the context of ACE2, it alone is expected to be able to maintain its native 

structure, preserve its protein integrity and the binding mode of ACE2 to the RBD. 

Since amino acid residues that were previously in contact with other residues in the ACE2 protein 

become exposed in HTH, which may destabilize it. In order to reduce the impact of removing HTH from 

its context and at the same time improve the binding affinity to RBD, the design of the HTH binding 

interface in the presence of RBD was proposed using the Position Substitution Score Matrix (PSSM), 

obtained from 181 non-redundant homologous sequences. This led to the design of a second candidate 

(HTH3). The solubility and structural stability of HTH3 was subsequently improved by 3 human-guided 

amino acid substitutions distal from the binding site. Another version of the same construct with two 

disulfide bonds (HTH2) was strategically created to maintain the native fold and avoid disruption of the 

tertiary structure under critical dynamics stresses. The Rosetta disulfidize tool118 was used for this pur-

pose. The algorithm searches for pairwise beta-carbons close enough to build disulfide bonds with a 

mutagenic energy cut-off of 1.0 rosetta energy unit. 

Table 2.2 – Sequences of the three proteins, the respective 10 substitutions performed in order to try to improve 

the interaction between the HTH3 protein and RBD and the four cysteines that are in the sequence of HTH2. 

Protein Sequence 

HTH1 
STIEEQAKTFLDKFNHEAEDLFYQSSLASWNYNTNITEENVQNMNNAGDKWSAFLKEQSTLAQM
YPLQEIQNLTVKLQLQALQQN 

HTH2 
SDIEEQAKTFCDKFNVRAEDCYYQSSLASKNYNTNITEENVQIMNNAGDKCSAFLKEQSTEAQKY
PLQEIQNDTVKRCLQALQQN 

HTH3 
SDIEEQAKTFLDKFNVRAEDLYYQSSLASKNYNTNITEENVQIMNNAGDKWSAFLKEQSTEAQKY
PLQEIQNDTVKRQLQALQQN 

 

After this, protein structure prediction methods are mandatory to determine the native folding 

propensity. Thus, the HTH1, HTH2 and HTH3 folding was obtained by an Ab Initio prediction protocol 

that is available in the Rosetta suite program, designated AbinitioRelax120. This consists of the modeling 

of tertiary structures by means of 3 to 9 residue fragment libraries of known structure homologous 

sequences and Monte Carlo simulated annealing algorithms driven by an energy score function121. 

These libraries form local and non-local interactions that are subsequently grouped into folded proteins 

(decoys). They are then compared to the native structure in terms of RMSD and total energy, until the 

energy versus RMSD plot is shaped like a protein folding funnel. In this study, the fragment libraries 
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were created by Robetta web server122. All Ab Initio structure designs and predictions were performed 

using RosettaScript and the AbinitioRelax tool, respectively, both using the ref2015 score function118. 

Although I have followed the procedures described above, the actual designs were essentially 

obtained by Dr. Carlos Cruz. 

2.1.2. Molecular Dynamics Simulation 

Molecular Dynamics (MD) simulations is a method that generates successive configurations of 

the system with the correct distribution. Through Newton's laws of motion integration, the trajectory 

(positions over time) will specify how the velocities and positions of the particles present in the system 

will vary over time100. 

The trajectory is calculated with Newton's second law of motion integration, which states (Equa-

tion 2.3): 

Fi = miai 
 

Equation 2.3 – Equation of Newton's second law of motion. Fi is the force that is exerted on a particle i, mi is the 

mass of this particle and ai is the acceleration111. 

The acceleration of the particle is the first derivative of its velocity (vi) and the second derivative 

of its position (ri), thus Newton's second law can be represented as it is in Equation 2.4: 

Fi = miai= mi

𝑑vi

𝑑t
 =  mi

𝑑2ri

𝑑t2
 

 

Equation 2.4 - Equation of Newton's second law of motion. The acceleration of the particle can be represented as 

the first derivative of its velocity (vi) and the second derivative of its position (ri)100,111. 

This method is a tool widely used in various areas of science, as it provides the methodology for 

detailed microscopical modelling at the atomic scale. Thus, allowing the prediction of the static and 

dynamic properties of substances, directly from the analysis of the interactions between molecules over 

time111. 

Integration Algorithms 

In order to integrate Newton's laws of motion and update the velocities and positions of particles 

over time, several algorithms can be used. The leap-frog algorithm can also be called half-step scheme, 

i.e., the velocities are evaluated in the middle of the evaluation point of the position and vice versa111. 

This algorithm can be written in two ways as it is in Equation 2.5: 

𝑟n+1 =  𝑟n +  𝑣n+1/2∆𝑡 

𝑣n+1/2 =  𝑣n-1/2 +
𝐹n

𝑚
∆𝑡 

Equation 2.5 – Equations representing the leap-frog algorithm. vn1/2 represents the velocity at the mid-step (t  
1

2
t)111. 

This algorithm consists of three steps: in the first step the current position rn is used in order to 

calculate the current force Fn. In the second step, this force and the previous mid-step velocity vn-1/2 are 

used to calculate the next mid-step velocity vn+1/2. Finally, in the third step, the current position rn and 

the next mid-step velocity vn+1/2 from the previous step are used to calculate the position in the next 

step, rn+1
111. 

The name leap-frog comes from the fact that this algorithm allows velocities to "leap over" posi-

tions and then positions to "leap over" velocities111. 
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The choice of the time interval to be used, t, must be made carefully, always taking into account 

the properties of the molecular system. Besides this, it should also be considerably smaller than the 

time characteristic of the fastest motion studied. But, on the other hand, the time step should be as 

large as possible, in order to speed up the simulation111. 

A strategy that is widely used to increase the integration time step is to limit the length of the 

bonds to their reference values by using constraint algorithms. In order to allow the use of larger time 

steps, the LINCS constraint algorithm was used, which will remove fast vibrations from the system, 

which are usually not coupled with relevant slow motions123. 

MD simulations with periodic boundary conditions 

In molecular dynamics simulations, one must think about how to deal with system boundaries 

when working with a system that is finite. Because of this, periodic boundary conditions (PBC) were 

used in the studies performed in order to minimize the effects of boundaries.  

When you are performing a simulation in a box of a certain substance in vacuum, the forces that 

will act on the atoms near the edges of the box will be different from those on the atoms near the centre. 

Also, if there were no walls, the density would decrease because the atoms would move out of the box 

over time100,107. 

In order to solve this problem, periodic boundary conditions are used. This allows the simulation 

to be performed using a relatively small number of particles, in a way that the particles feel the forces 

as if they were in bulk fluid. When using PBC, it is considered that the simulation of the system is being 

replicated in all directions with similar boxes, with the molecules being able to move between these 

adjacent replicated boxes (Figure 2.3). Thus, each atom in the central cell is under the influence of all 

the other atoms in the box, both those in the central cell and in the other cells, so there are no effects 

due to walls. In reality, this periodicity is repeated due to mathematical operations, and duplicate boxes 

are not explicitly simulated100,107. 

 

Figure 2.3 – Illustrating a two-dimensional slice through a small portion of the system (the central box where 

the atoms are represented in gray) and the copies (the atoms are represented in black). Each copy is identical 

at the atomic level and each atom is subjected to the same time development as its image in all the other copies. 

When the dark gray atom leaves the central cell, its image will enter from an adjacent copy, which is represented 

by the vector displacements in the figure, which will cause the density to remain constant107. 

When PBCs are used, the boxes for the simulations should be large enough to prevent unwanted 

interactions, i.e., a molecule should only interact with the nearest neighbour of each particle, which is 

called the minimum image convention100,105. 
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MD simulations at constant temperature and/or pressure 

The MD simulation methods aim at simulating the bulk properties of the system, such as the 

number of particles (N), the temperature (T) and the volume (V) of the box in which the simulation was 

performed. In order to obtain thermodynamic averages of the system, different conformations of the 

system are tested and thus an average calculation of this vast number of conformations can be ob-

tained. This is called ensemble averaging because it encompasses all possible states of a macroscopic 

system111.  

MD is commonly performed in the constant NVE or NVEP ensemble, also called microcanonical 

ensemble, where the energy (E), particle number (N) and volume (V) are kept constant in each cell, the 

system being isolated from the surrounding environment100,111. This is a very simple ensemble because 

energy cannot flow from one cell to the other107. Another existing ensemble is called canonical ensem-

ble, where the temperature is kept constant, by coupling to an external bath, so N, V and T do not 

change during the simulation111. 

On the other hand, most real systems are not thermally isolated from the surrounding environ-

ment, so simulations performed with N, T and pressure (P) kept constant, which is called isothermal-

isobaric ensemble, or with V, T and the chemical potential kept constant, which is called grand canonical 

ensemble, will be more realistic107,111. 

In the canonical ensemble or NVT, it is through the Boltzmann distribution, represented in Equa-

tion 2.6, that one obtains distribution of the microscopic states of the system124: 

𝑃i(𝑁, 𝑉, 𝑇) =
𝑒 -Ei (N,V)/kT

𝑄(𝑁, 𝑉, 𝑇)
 

 

Equation 2.6 – Equation of the Boltzmann distribution. Ei is the energy of state i, k is the Boltzmann constant and 

T is the absolute temperature124. 

Currently, the vast majority of MD simulations are performed at constant T, enabling the compar-

ison of MD results with those obtained in in vivo or in vitro experiments that performed at a fixed tem-

perature. On the other hand, when constant temperature simulations are performed at different temper-

ature values, it makes it possible to analyse how the system's behaviour is influenced by this parameter. 

Regarding temperature, this is a thermodynamic property that is given by the average kinetic 

energy of the system over the time that the simulation is running. In an MD simulation, the most common 

way to control the temperature is to couple the system to an external heat bath, fixed at a desired 

temperature and will serve as a thermal energy source that provides or removes energy from the sys-

tem100. An example of one type of temperature coupling algorithm is the Berendsen bath123, which en-

sures that the rate of temperature change is proportional to the difference between the bath temperature 

(Tbath) and the system temperature (T(t)). Here the deviation of the system temperature from the bath 

temperature is slowly corrected (Equation 2.7)100. 

𝑑𝑇(𝑡)

𝑑𝑡
 =  

𝑇bath − 𝑇(𝑡)


 

Equation 2.7 – Equation of the deviation of the system temperature from the bath temperature.  is a coupling 

parameter that determines how much the bath temperature, and the system temperature are coupled. The higher 

the , the weaker the coupling will be100. 

In practice, the velocities will be multiplied by a time-dependent scaling factor (λ) at each step 

(Equation 2.8), which is given by: 
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𝜆 =  [1 + 
∆𝑡

T
(

𝑇bath

𝑇(𝑡)
 −  1)] 

 

Equation 2.8 – Equation of a time-dependent scaling factor (λ) at each step123. 

In some cases, it is necessary to perform the simulation at constant temperature and pressure, 

i.e., in an NPT ensemble. In these cases, the pressure can also be controlled through the coupling of 

the system to a pressure bath, as with temperature. An example will be the Berendsen pressure algo-

rithm (Equation 2.9), which will scale the box coordinates and vectors at each time step so that the 

pressure can relax to a given reference pressure (Pbath)100,123: 

 

𝑑𝑃(𝑡)

𝑑𝑡
 =  

𝑃bath − 𝑃(𝑡)

P
 

 

Equation 2.9 – Equation of the deviation of the system pressure from the bath pressure123. 

In order to rescale the vectors and the box coordinates, this algorithm uses a scaling factor (μ) (Equation 

2.10). 

𝜇 = 1 −
𝛽∆𝑡

3P
(𝑃bath − 𝑃) 

 

Equation 2.10 – Equation of a pressure-dependent scaling factor (λ) at each step. β is the isothermal compressi-

bility of the system123. 

2.1.3. Simulation Setup for HTH proteins 

The methodology used in the MD simulations performed in this work for the three proteins in 

water, it started with the choice of the initial coordinates, which it was from the PDB code 6M0J. The 

force field was Amber14sb, as previously mentioned. The proteins were solvated with water, using the 

TIP3 water model, in a truncated octahedron box, setting the minimum distance between the peptide 

and the box walls to 1.5 nm. Cl- and Na+ ions were added as required to maintain the neutrality of the 

system. 

An energy minimization procedure was performed using a steepest descent algorithm with 

50,000 steps.  

Then, the system was initialized through four steps of 100 ps. In the first step, the initial velocities 

were generated, and the positions of all atoms were restrained at their initial positions by a harmonic 

function with 100 kj/Å2 force constant. The temperature was kept at 300 K with the Berendsen coupling 

algorithm123, using 0.01 ps as the temperature coupling constant. Temperature coupling was applied to 

the protein and ions together and to the solvent atoms separated from the others. No pressure coupling 

was applied in this step, which was performed at NVT. 

In the second step, the same parameters were used as in the previous step, except that the 

temperature coupling constant was increased to 0.1 ps. In this step, pressure coupling was still not 

applied. Once more, the positions of all atoms were restrained at their initial positions. 

In the third step, the temperature coupling parameters remained the same as in the second step, 

but now isotropic pressure coupling was activated, maintained at 1 bar, using the Berendsen pressure 

algorithm with 5.0 ps pressure coupling constant. Thus, the system was now simulated in the NPT 

ensemble. In this step, only the C-α atoms were position-restrained. 

In the last step, the thermostat was switched to the V-rescale algorithm125 and the barostat to the 

Parrinello-Rahman algorithm126, with a lower pressure coupling constant of 2.0 ps, with the pressure 

remaining at 1 bar. Once more, only the C-α atoms were position-restrained. 
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We then proceeded to perform the production of the MD simulation, for each of the three proteins, 

but also for the three proteins in complex with the Spike protein RBD. Six different systems were simu-

lated (Table 2.2) using the program GROMACS version 2020.3127, each with 1000 ns. For each simu-

lation, 5 replicates were run. During the simulation, the equations of motion were integrated using a 

time step of 2 fs. Periodic boundary conditions were used for the simulations. The temperature was 

maintained at 300 K, using the V-rescale algorithm with a time constant of 0.1 ps, and the pressure was 

maintained at 1 bar using the Parrinello−Rahman pressure coupling algorithm, with a time constant of 

2.0 ps, with an isotropically applied pressure coupling. 

The long-range interactions were treated with the Particle Mesh Ewald (PME)129, using a grid 

spacing (fourier spacing) of 0.12 nm, with a cubic interpolation (pme-order =4). The neighbor list was 

updated every twenty steps, with a Verlet cutoff scheme with a 0.8 nm radius128. All bonds were con-

strained using the LINCS algorithm.  

Table 2.3 – The systems simulated for each of the HTH, free in water and in complex with the RBD. 

Proteins System simulated 

HTH1 

Protein free in water HTH2 

HTH3 

HTH1-RBD 

Protein in complex with the RBD HTH2-RBD 

HTH3-RBD 

 

2.2. Escherichia coli expression strain transformation of the Helix-Turn-Helix 

Proteins 

To express the designed proteins in a bacterial expression system, the corresponding vectors 

have been designed and ordered from GeneCust®. The synthetic genes, containing a sequence for an 

N-terminal hexa-histidyl tag followed by a sequence for the proteolysis site of HRV-3C protease, were 

subcloned into pET28a(+) (Figure 2.4). All constructs were sequenced to confirm the correct insertion 

of the synthetic genes. 

Transformation is a process that involves inserting foreign DNA into the host cell so that it begins 

to express the protein of interest.  

The plasmid pET_HTH1 was transformed into different strains of Escherichia coli for heterolo-

gous expression: BL21 (DE3) pLysS, BL21 (DE3) and BL21 (DE3) Star. The plasmids pET_HTH2 and 

pET_HTH3 were only transformed into E. coli BL21 (DE3). When necessary, plasmid DNA amplification 

was performed using the E. coli DH5α strain. 
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Figure 2.4 – Illustration of plasmid pET_HTH1 based on pET28a(+). This plasmid is constituted by several 

critical elements, a selection marker that corresponds to the antibiotic kanamycin (KanR), the origin site, the T7 

promoter, the zone corresponding to the affinity tag (His-tag), the proteases cutting site (----), the coding se-

quence for the protein of interest (HTH) and the termination site. 

Bacterial cells were mixed with 150 ng plasmid and incubated on ice for 30 minutes. The mixture 

was then heat shocked for 45 seconds at 42 °C in a water bath and then immediately placed on ice to 

rest for 5 minutes. After the heat shock, 600 μL of Luria-Bertani (LB) medium (made in the lab - Annex 

1) without antibiotic was added and the cells were incubated at 37 °C in an Eppendorf® Thermomixer 

compact for 1 hour at 500 rpm. The cell suspension was centrifuged (Eppendorf® Centrifuge 5415 D) 

at 3600 rpm for 2.5 minutes and 450 μL of the supernatant was removed. The pellet was resuspended 

in the remaining medium and plated on a LB agar plate (made in the laboratory - Annex 1) supple-

mented with kanamycin (50 μg/mL), in order to select the E. coli cells that contain the construct, these 

constructs having kanamycin as selection marker. For colony formation to occur, the plated cells were 

incubated at 37 °C overnight and stored at 4 °C. No colony was used with a storage time longer than 2 

weeks. 

2.3. Expression and purification of the Helix-Turn-Helix Proteins 

2.3.1. Small-scale expression 

In order to determine the optimal expression conditions, several different conditions were tested.  

Three different E. coli strains (BL21 (DE3), BL21 (DE3) pLysS, and BL21 (DE3) Star) and two 

different types of culture media, LB and M9 minimal medium (made in the lab - Annex 1) were used. 

Freshly grown colonies were used to inoculate 10 mL overnight cultures in LB medium. All these 

cultures were grown in 50 mL Falcon tubes, in a shaker incubator (ARALABTM Agitorb 200 incubator) 

at 37 °C overnight and 140 rpm, supplemented with kanamycin (50 μg/mL). The next day, these over-

night cultures were used to prepare small-scale cultures at an initial OD of 0.05 in 30 mL LB and M9 

medium supplemented with kanamycin (30 μg/mL). These small-scale cultures were grown in a shaking 

incubator at 37 °C with a cooling system (New BrunswickTM Innova® 44 Incubator Shakers) at 120 rpm. 

When the OD of the cultures reached values between 0.6 and 0.8, they were induced with 0.4 mM 

Isopropyl β-D-1thiogalactopyranoside (IPTG) and the temperature was lowered to 18 °C. Aliquots of 1 

mL were collected before induction, 4 hours after induction and overnight. 

The collected aliquots were centrifuged (Eppendorf® Centrifuge 5415 R) at 12000 rpm, for 10 

minutes at 4°C. The sample pellets were resuspended in 150 μL of lysis buffer (150 μl BugBuster (made 

in the laboratory - Annex 1), 0.5 μL Deoxyribonuclease I (DNAse I, Sigma-Aldrich®) at 1 mg/mL and 1.5 

μL Lysozyme (Sigma-Aldrich®) at 2 mg/mL, adjusting the volume of each compound to the number of 

samples), incubated for 20 minutes on ice and centrifuged at 1300 g for 30 minutes at 4°C. After cen-

trifugation, the supernatant was transferred to a new eppendorf and 50 μL 4 Loading buffer (made in 
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the laboratory - Annex 1) (soluble fractions) was added. The pellets (insoluble fractions) were resus-

pended in 200 μL 1 Loading buffer, boiled at 95 °C for 10 minutes and mixed by vortexing. Finally, all 

samples (soluble and insoluble) were boiled at 95 °C for 5 minutes.  

All samples were analysed by SDS-PAGE (NuPAGETM 10% Bis-Tris Gel at 200 V for 35 minutes 

with BoltTM MES SDS Running Buffer (InvitrogenTM)) and western blotting. 

2.3.2. Large-scale expression 

According to the small-scale expression trials, freshly grown colonies were used to inoculate 50 

ml overnight cultures in LB medium. These cultures were grown in 250 ml Ultra YieldTM Flasks, in a 

shaker incubator at 37 °C overnight and at 140 rpm, supplemented with kanamycin (50 μg/ml). The 

next day, these overnight cultures were used to prepare larger scale cultures. Several batches of 4L 

and 8L of these were grown for the three proteins, where each 1L of LB supplemented with kanamycin 

(30 μg/ml) was placed in 2.5L TunairTM Shake Flasks with an initial OD of 0.05. When the OD of the 

cultures reached values between 0.6-0.8, they were induced with 0.4 mM IPTG and incubated for 4 

hours at 18 °C. Finally, and cells were collected by centrifugation (Avanti® J-26 XPI Centrifuge, Beck-

man Coulter®, JA-10 rotor) at 7500 rpm for 10 minutes at 4 °C. Then, the obtained pellets were placed 

in 50 ml falcons and in order to remove the remaining medium, they were centrifuged (Eppendorf® 

Centrifuge 5804 R) again at 7500 rpm, for 10 minutes at 4 °C and finally stored at -20 °C. 

2.3.3. Soluble Fraction Purification 

Frozen HTH1- (~ 19.2 g from an 8L growth) and HTH3-expressing (~ 21.3 g from a 4L growth) 

cells were resuspended, with mild stirring for about 30 minutes, in 60 mL of buffer A (20 mM Tris-HCl 

pH 8.0, 300 mM NaCl, 10% (v/v) glycerol, 100 μM TCEP and 10 mM imidazole) supplemented with 1 

mg/mL Lysozyme (Sigma-Aldrich®), 20 mU of Benzonase® Nuclease (ChemCruzTM), 1:500 protease 

inhibitor cocktail (500 μL PBS 1 and 1 Protease inhibitor cocktail tablet, Sigma-Aldrich) and 2 mM 

MgCl2. HTH2-expressing cells (~ 14.1 g from a 4L growth) were resuspended in 45 mL of buffer A 

supplemented with the same compounds as above. Cells were further disrupted by sonication (Hielsher 

UP200S sonicator) with 50% amplitude and 0.6 of cycle, 30 seconds pulse on followed by 30 seconds 

off, for 8 minutes. In order to isolate the soluble proteins, the lysed cells were centrifuged (Avanti® J-26 

XPI Centrifuge, Beckman Coulter®, JA-25.50 rotor) at 18000 rpm, for 30 minutes at 4 °C, and finally the 

supernatant was filtered (membrane with a 0.45 μm pore size). 

The clarified lysate was injected into an affinity chromatography 5-mL Nickel HisTrapTM HP col-

umn (GE Healthcare) at room temperature (RT), previously equilibrated with buffer A using a ÄKTA 

FPLC system (GE Healthcare). Bound proteins were eluted with buffer A supplemented with 500 mM 

imidazole (buffer B) through a linear gradient to 50% buffer B in 20 column volumes (CV) and finally a 

100% step in order to remove tightly bound proteins.  

The fractions containing the proteins were all pooled and then the sample was concentrated in 

concentrators with a 3 kDa cut-off (Amicon® Ultra-15 Centrifugal Filter Units, Merck Millipore®) through 

several centrifugations (Eppendorf® Centrifuge 5804 R) at 5000 rpm each for 15 minutes at 4°C. The 

sample was concentrated to a sample volume of 2.5 mL. 

The sample was then centrifuged (Eppendorf® Centrifuge 5415 R) at 12000 rpm for 10 minutes 

at 4 °C and then injected into a HiLoad® 16/600 Superdex® 75 size-exclusion chromatography (GE 

Healthcare), previously equilibrated with buffer C (20 mM Tris-HCl pH 8.0, 300 mM NaCl, 10% (v/v) 

glycerol and 100 μM TCEP). In the case of HTH1 and HTH3, only the peak of interest was collected, 

which corresponded to protein. For HTH2, two peaks were collected as they corresponded to different 

oligomeric forms of the protein. The fractions containing the protein were concentrated and quantified 

by Nanodrop (Alfagene® NanoDrop® Spectrophotometer ND-100). 
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Finally, in order to remove the tag from the proteins, the obtained samples were incubated with 

1:100 of 1 mg/mL of His-3C Protease and this incubation was left overnight at 4°C. 

The following day, the sample was injected into a 1 mL Nickel HisTrapTM HP column (GE 

Healthcare), previously equilibrated with buffer D (20 mM Tris-HCl pH 8.0, 300 mM NaCl, 100 μM 

TCEP). As the protein of interest was no longer bound, the tag was eluted with this buffer and then the 

remaining proteins, such as the 3C protease, the tag and any impurities still present in the sample, were 

eluted with a step of 100% buffer E (20 mM Tris-HCl pH 8.0, 300 mM NaCl, 100 μM TCEP and 500 mM 

imidazole). The fractions of interest were pooled and concentrated to be injected in a Superdex® 75 

10/300 GL size exclusion chromatography (GE Healthcare), equilibrated with buffer D. The fractions of 

interest peaks were pooled and proceeded to the last concentration step, after which they were quan-

tified by the Bradford method, frozen and stored at -80 °C. 

Between each purification step a 15% sodium dodecyl sulphate polyacrylamide (SDS-PAGE) gel 

electrophoresis (done in the laboratory - Annex 1) was performed, run at 150 Volt for 1 hour, in order 

to monitor the purity of the sample under study. At the end of the whole protocol a western blot was 

performed. 

This protocol was performed for the three proteins separately. 

2.3.4. Insoluble Fraction Purification 

Two more 8L growths were performed, one to obtain HTH1 and the other HTH2, in order to try 

to recover the proteins from the inclusion bodies (IB).  

The frozen cells from HTH1 (~ 33.6 g) and HTH2 (~ 20.8 g) were resuspended in 60 mL and 40 

mL of buffer A from the purification of the soluble fraction, respectively. The remaining protocol for the 

treatment of the lysed cells was the same as that performed previously.  

The difference is that after centrifugation at 18000 rpm for 30 minutes at 4°C, the pellets were 

removed from the centrifuge tubes and stored in falcons for later weighing and initiation of the inclusion 

bodies solubilization protocol. 

On weighting the pellets of both proteins, the sample of the HTH1 inclusion bodies weighed 16.5 

g while that of HTH2 weighed 11.5 g. The pellets were then resuspended in a volume of wash buffer 

(10 mM sodium phosphate pH 6.5, 500 mM NaCl, 2% Triton X-100 and 2 M Urea) equal to 3 the 

weight of the inclusion bodies. Then, a centrifugation (Avanti® J-26 XPI Centrifuge, Beckman Coulte®) 

at 10000 g for 10 minutes at 9°C was performed and then the pellet from this last centrifugation was 

resuspended in a volume of buffer A (10 mM sodium phosphate pH 6.5, 200 mM NaCl, 10% (v/v) 

glycerol, 500 μM TCEP, 20 mM imidazole and 6M Urea) equal to 10 the initial weight of the inclusion 

bodies for 30 minutes on ice. Finally, an ultracentrifugation (BECKMAN COULTER® UltraoptimaTM LE-

80K C0L02K09) was performed at 118000 g for 1 hour at 4°C and the supernatant after this centrifu-

gation was stored at 4°C. 

The next day, the sample was injected into a 5 mL Nickel HisTrapTM HP column (GE Healthcare), 

pre-equilibrated with buffer A. The sample was injected into the column using a P-1 peristaltic pump 

(GE Healthcare). Proteins that did not bind to the column were eluted with buffer A and the protein was 

eluted with buffer B (10 mM sodium phosphate pH 6.5, 200 mM NaCl, 10% (v/v) glycerol, 500 μM TCEP, 

500 mM imidazole and 6M Urea) with 4 steps of 10%, 20%, 40% and 100% buffer B. 

The fractions of interest were then pooled and diluted with buffer C (10 mM sodium phosphate 

pH 6.5, 200 mM NaCl, 10% (v/v) glycerol, 500 μM TCEP and 6M Urea) to a final imidazole concentration 

of 40 mM. The sample was then injected into a 5 mL Nickel HisTrapTM HP column (GE Healthcare), 

previously equilibrated with buffer C, with the aid of a peristaltic pump P-1 (GE Healthcare). The protein 

was renatured by passing buffer D (10 mM sodium phosphate pH 6.5, 200 mM NaCl, 10% (v/v) glycerol, 

500 μM TCEP) through a 20-column volume gradient to 100% of this buffer at 1 mL/min and a step of 
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100% of buffer D for 20 minutes. After this step, the protein was eluted with buffer E (10 mM sodium 

phosphate pH 6.5, 200 mM NaCl, 10% (v/v) glycerol, 500 μM TCEP and 500 mM imidazole) in a 15-

column volume gradient to 100% of this buffer. 

The fractions of interest were pooled and concentrated and then injected into a Superdex® 75 

10/300 GL size exclusion chromatography (GE Healthcare), equilibrated with buffer D. 

Again, the fractions of interest were pooled and concentrated to be finally quantified by Bradford 

method, frozen and stored at -80°C.  

Between each purification step a 15% SDS-PAGE gel electrophoresis (done in the laboratory - 

Annex 1), run at 150V for 1 hour and a western blot was performed in order to monitor the purity of the 

sample under study and if the renaturation of the proteins had gone as expected. 

2.4. Bradford Method 

The Bradford method was performed using FLUOstar® OPTIMA (BMG LABTECH) microplate 

reader using Coomassie PlusTM Protein Assay reagent (Thermo Fisher Scientific) in order to rapidly 

measure the total concentration of proteins by comparison with a standard protein with a known con-

centration (Bovine serum albumin (BSA) at 2 mg/ml, CALBIOCHEM®). Initially dilutions were prepared 

with the BSA, in which the sample buffer under study was used to perform these dilutions, in order to 

determine the calibration curve. Two concentration ranges were employed: ‘high’ (up to 1 mg/mL) and 

‘low’ (up to 350 μg/mL). The standard solutions and the test sample were pipetted (5 μL in the case of 

the ‘high’ range and 20 μL for the ‘low’ range) into a NuncTM MicroWellTM 96-Well microplate (Thermo 

Fisher Scientific), then the Coomassie PlusTM Protein Assay reagent was pipetted (150 μL for the ‘high’ 

range and 200 μL for the ‘low’ range) and incubated at RT for 30 minutes before reading the absorbance 

at 595 nm. In all assays triplicates of each solution and sample were performed. 

2.5. Western Blotting 

Following electrophoresis, the SDS-PAGE proteins were transferred to a Polyvinylidene difluo-

ride (PVDF) membrane using two systems. One of the systems used was the iBlotTM 2 Gel Transfer 

device (Thermo Fisher Scientific) at 25 V, for 7 minutes, where the gel was placed into an iBlotTM 2 

PVDF Regular Stacks transfer system. The other system used was Trans-Blot® SD Cell Semi-Dry 

Transfer Cell (BIO-RAD) at 90 mA, for 30 minutes, where the transfer system was assembled using an 

AmershamTM HybondTM P 0.2 m PVDF western blotting membrane.  

After the transfer occurred, the membrane was blocked with 5% (w/v) Skim Milk Powder (Sigma-

Aldrich®) in Tris Buffered Saline (made in the lab - Appendix 1) with 0.05% Tween 20 (TBS-T 1) for 20 

minutes at 60 rpm and 37°C. After this time, the membrane was incubated with an antibody mixture 

consisting of 1.6 μL Monoclonal Anti-polyHistidine antibody produced in mouse (Sigma-Aldrich®) and 

2.5 μL Anti-Mouse IgG-Alkaline Phosphatase produced in goat (Sigma-Aldrich®) in 10 mL of TBS-T 

containing 5% (w/v) Skim Milk Powder, for 1 hour at 60 rpm and 37°C. The membrane was then washed 

three times for 7 minutes with TBS-T. To reveal the result, 1 mL of a ready-to-use 1-StepTM NBT/BCIP 

solution (Thermo Fisher Scientific) was used and added to the membrane until the bands were visible 

to the naked eye. Finally, to stop the reaction, the membrane was washed with water. 

2.6. Far-UV Circular Dichroism Spectropolarimetry 

Circular dichroism (CD) is an excellent spectroscopy to quickly evaluate the secondary structure 

of proteins and their folding130. This method can be used to follow the unfolding and folding of proteins 

as a function of temperature. This technique is routinely used to analyse if an expressed and purified 

protein is folded131. 

An advantage of this technique in the study of proteins is that certain structural information can 

be obtained from various regions of the spectrum130. 
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These types of spectra will give us the composition of the secondary structure, such as α-helix, 

β-sheet, turn, etc., of the peptide bond region. Different types of secondary structure have different 

spectral signatures in the far-UV region, i.e., between 180 and 240 nm. Thus, it is possible to obtain 

characteristic CD spectra in the ultraviolet (Figure 2.5)132. 

 

Figure 2.5 - CD spectrum associated with various types of secondary structure. Solid line – α-helix, long 

dashed line - anti-parallel β-sheet, dotted line - type I β-turn, crossed dashed line - extended 3-helix and short 

dashed line - irregular structure132. 

 

It is difficult to make measurements below 180 nm in conventional CD instruments because the 

intensity of the radiation drops in this region, but also because the nitrogen (N2) used to purge the optics 

and the sample site, and the solvent H2O absorb very significantly132. 

Assays were performed for all three HTHs. For the HTH1 and HTH3 samples obtained from the 

soluble fraction, dilutions were performed with the buffer 20 mM Tris-HCl pH 8.0, 300 mM NaCl, 10% 

(v/v) glycerol and 100 μM TCEP to obtain a final concentration of 0.15 mg/mL. For the samples obtained 

from the insoluble fraction, a dilution with 10 mM sodium phosphate buffer pH 6.5, 200 mM NaCl, 10% 

(v/v) glycerol and 500 μM TCEP was performed in order to obtain a final concentration of 0.15 mg/mL 

for HTH1. While the HTH2 assay was performed with a sample that was at 0.16 mg/mL. 

CD spectra were obtained between 200-260 nm on a Jasco J-815 CD Spectropolarimeter with 

the following acquisition parameters: bandwidth 2.0 nm, data pitch 0.1 nm, scanning speed 50 nm.min-

1, data integration time 8 sec. 

These spectra were acquired at a temperature of 20 °C, followed by a thermal denaturation, with 

the Jasco CDF-426S/15 Peltier device, increasing 1 °C/min until 80 °C and then a re-cooling step to 20 

°C. And again, a new spectrum was obtained after the re-cooling.  

2.7. Surface Plasmon Resonance 

Surface plasmon resonance (SPR) is a powerful technique used to non-invasively monitor non-

covalent molecular interactions in real time. As it is a label-free technique, it does not require the use 

of tags, dyes or specialised reagents to obtain results133. 

This technique has become important in several areas, such as in biochemistry, biology, and 

medical sciences due to its characteristics, such as its ability to characterize and quantify low molecular 

weight molecules134. But also, for addressing issues such as the specificity of an interaction, affinity 

constants, kinetics, equilibrium constants and concentration of certain molecules present in a sam-

ple133,135,136. 

SPR is based on a phenomenon where electrons in the surface layer of the metal are excited by 

incident light photons with a specific angle of incidence, which then propagate parallel to the metal 

surface137. A certain angle that triggers SPR depends on the refractive index of the material near the 
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metal surface. A small change in this reflective index in the detection medium will prevent SPR from 

occurring, which makes detection possible137. 

Regarding the SPR instrument (Figure 2.6), there are three main components. One major com-

ponent is the optical light source which is usually near-infrared high-efficiency light-emitting diode 

(LED). The second component is a sensor chip with a thin gold layer (~ 40-50 nm thick) attached to a 

glass layer, this layer is coupled to a prism and on the other side of the sensor is the solution side where 

the sample flow and interaction occur. The third component is a detection system133. 

There are several sensor chips available for different types of biological application. The most 

common is carboxymethylated dextran attached to different functional groups in a way that makes it 

suitable for immobilization of any type of ligand. Currently, CM5 (carboxymethylated dextran), J1 (un-

modified gold surface), SA (streptavidin), NTA (nickel chelation), F1 (short dextran), HPA (hydrophobic 

mono layer), B1 (low charge carboxymethylated dextran), L1 (lipophilic dextran) and  C1 (flat carbox-

ymethylated) are available. For the experiments performed in this work, the CM5 chip that is suitable 

for routine analysis was used135. 

 

Figure 2.6 – The most common illustration of the setup of an SPR experiment, called the Kretschman configu-

ration133. 

One of the interacting partners has to be immobilised on the surface of the gold layer and is 

called the "ligand". The second interacting partner is called the "analyte" and flows over the surface of 

the chip. The analyte is introduced by injection into a continuous flow of a running buffer and this flow 

will drive the molecules of the analyte close to the gold surface of the sensor and the ligand molecules. 

When non-covalent interactions begin to occur between the analyte and the immobilised ligand mole-

cule, changes in molecular weight will lead to changes in signal133. 

A typical diagram (Figure 2.7) of an SPR experiment, which is called a sensorgram or a binding 

progress curve shows the detector response on the y-axis that corresponds to the change in SPR angle 

expressed in resonance units. Time is represented in seconds on the x-axis133. 
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Figure 2.7 – A generic sensorgram with the main phases of an SPR experiment. It includes the establishment 

of the baseline, the injection of the sample (represented by the circles) into the running buffer, the formation 

phase of non-covalent complexes between the ligand (represented by the letter Y) and the sample molecules, 

the equilibrium phase, the dissociation phase and finally regeneration. The latter is defined as the process where 

the sample molecules that are still bound to the sensor chip through changes in the pH of the running buffer133. 

The rates of change of an SPR signal can be analysed in order to obtain association and disso-

ciation constants of the reaction135. 

All the SPR assays were performed, in collaboration, by Dr. Pedro M. F. Sousa from Merck 

Healthcare KGaA Satellite Laboratory at iBET, but regarding the methodology used, the Biacore 4000 

instrument (GE Healthcare) was used. The assays were performed at 25 °C. RBD was diluted to 2 

µg.mL-1 in 10 mM Bis-Tris buffer pH 6.5 and immobilized on the sensor chip with a carboxymethylated 

dextran matrix (CM5) using the standard amine coupling procedure. HBS-N buffer, composed of 10 

mM HEPES pH 7.4 and 150 mM NaCl, was used as background buffer. Prior to immobilization, the 

carboxymethylated chip surface was activated with a 1:1 ratio of 400 mM 1-ethyl-3-(3-dimethyla-

minopropyl)-carbodiimide and 100 mM N-hydroxysuccinimide for 10 min. RBD was coupled to the sur-

face with an injection time of 11 and 16 min at a flow rate of 10 μL/min in order to reach 50 to 200 RU. 

The remaining activated carboxymethylated groups were blocked with a 7 min injection of 1 M ethano-

lamine at pH 8.5. 

HTH1, HTH3 and ACE2 were directly diluted in running buffer (10 mM Tris-HCl, 300 mM NaCl, 

5 mM MgCl2, 0.1 mM EDTA, 0.05% (v/v) Tween-20, 1 mM DTT, pH 7.5) and injected at ten different 

concentrations using double dilution series, from 0.019 to 10 μM for the HTHs and from 0.98 nM to 0.5 

μM for ACE2. 

All sensorgrams were treated by subtracting the binding response recorded across the control 

surface (reference point), followed by subtracting an average of the blank buffer injections from the 

reaction point. Interactions were evaluated from plots obtained from the steady-state SPR response 

levels against HTH (or ACE2) concentration using the supplied Biacore 4000 evaluation software. 

2.8. Differential Scanning Fluorimetry (nanoDSF) 

NanoDSF is an advanced differential scanning fluorimetry methodology that will detect small 

changes in the intrinsic tryptophan, when folding or unfolding as a function of temperature or other 

solution conditions. By tracking changes in fluorescence, the chemical and thermal stability of proteins 

can be assessed. These analyses can be performed with a much wider range of concentrations, con-

sumes considerably fewer materials and provides significantly higher throughput138–140. 

There are some advantages in using this technology for thermal stability analysis such as the 

analysis of samples with concentrations between 0.05 and 0.2 mg/mL, considerably less volume is 

used (10 μL/per sample), and finally it is capable to run 48 samples in about 1 hour138. 
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NanoDSF assays were performed in a Prometheus NT.48 instrument (Nano-Temper Technolo-

gies GmbH), with the HTH2 sample from the purification of the soluble fraction. This sample was cen-

trifuged for 10 minutes prior to assay preparation. The final reaction mixtures were each at a protein 

concentration of 0.05 mg/mL in different types of buffers. Twenty two buffer compositions were tested, 

with the pH ranging between 6.5 and 8.5 and with the absence and presence of 0.5M salt (NaCl) (Annex 

2).  

Then, high sensitivity capillaries (NanoTemper Technologies) were filled with 10 µl of sample and 

placed in the sample holder. A temperature gradient of 1 °C/min was applied between the temperatures 

of 20 °C to 90 °C and the fluorescence emission at 330 and 350 nm (excitation at 275 nm) was recorded. 

The data were analysed using the 350/330 ratio values and the corresponding first derivatives. 

2.9. Neutralization assays 

Pseudoviruses are very useful in neutralization assays because of their safety and versatility, 

making them safe and effective alternatives to the use of wild-type virus141,142.  

Pseudoviruses are recombinant viral particles in which their core/backbone and surface proteins 

are derived from different viruses. Usually, the genes of this virus are modified or even altered in a way 

that suppresses the expression of the native surface proteins. Therefore, an additional plasmid must 

be used for the expression of the alternative surface proteins, so that this pseudovirus can infect sus-

ceptible host cells but can only replicate for one round in these cells143,144. 

Studies conducted with the active SARS-CoV-2 virus must be carried out in biosafety level 3 

laboratories. But because certain genetic sequences have been removed from the virulent virus, the 

pseudovirus can be handled in biosafety level 2 laboratories143,144.  

As the structure of the surface proteins of the pseudovirus have a high similarity to those of the 

native virus, and this type of protein is very important for viral entry into host cells, studies on viral entry 

and assessments of potential neutralization are thus feasible143,144. 

In this type of system there are some limitations. Although the surface protein largely mediates 

viral entry in a manner similar to that of the native virus, these viruses can only replicate for 1 round 

and do not always induce pathogenesis as the native virus do. Furthermore, the conformation and 

distribution pattern of the protein in the pseudovirus may not reflect the reality with respect to the native 

virus protein143,144. 

Neutralization assays were performed in collaboration with the cell biology laboratory of viral 

infection at the Instituto Gulbenkian da Ciência by Dr. Marta Alenquer.  

These were performed for all three HTH. The samples used were HTH1 at 0.95 mg/mL and HTH2 

at 1.40 mg/mL in buffer 10 mM sodium phosphate pH 6.5, 200 mM NaCl, 10% (v/v) glycerol and 500 

μM TCEP, and HTH3 at 2.12 mg/mL in buffer 20 mM Tris-HCl pH 8.0, 300 mM NaCl, 10% (v/v) glycerol 

and 100 μM TCEP. 

On the first day of the neutralization assay protocol 293T-ACE2 seeding was performed. This 

consisted of treating the 96-well plates (black walls, transparent bottom, corning #3904) with poly-d-

lysine three times. This procedure began by diluting 400 μL stock in 20 mL PBS to have a final poly-

lysine concentration of 0.1 mg/mL, then adding 50 μL/well of a 96-well plate and incubating for 5 minutes 

at room temperature. After this time, wash 1 with PBS. Finally, add 1104 cells/well. 

On the second and third day neutralization and infection was performed. The first step was to 

prepare peptide dilutions in a 96-well plate (U bottom, not-treated) using complete DMEM. Serial dilu-

tions were made starting with a 500 μg/mL solution (Annex 3). To perform these dilutions, the indicated 

amount of DMEM was added to the first dilutions (Table 2.4), 90 μL to the remaining dilutions and virus 

only, and 180 μL to the cell only wells. 
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Table 2.4 – Values needed to add peptide and cDMEM (μL) for the first dilution to have a concentration of 500 

μg/mL. 

Peptide 
Concentration 

(mg/mL) 

1st dilution 

Final concentration 

(g/mL) 
L DMEM L peptide 

HTH1 0.95 500 61.6 68.4 

HTH2 1.40 500 83.6 46.4 

HTH3 2.12 500 99.3 30.7 

Buffer HTH1/2 - - 61.6 68.4 

Buffer HTH3 - - 99.3 30.7 

 

Then, the corresponding amount of peptide is added to the first dilution, pipetting up and down 

several times in order to homogenize the solution well. Finally, 40 μL of the first dilution is transferred 

to the second dilution, repeating this step for all dilutions.  

For preparation of the pseudovirus suspension, the multiplicity of infection (MOI) was 0.2 per 

well, assuming the cells doubled, there were 4103 (0.22104) transduction units/25 μL. 

Peptide and pseudovirus dilutions were mixed by adding 90 μL of the pseudovirus suspension 

to each well of the dilution plate and leaving the plate to incubate at 37°C for 1 hour.  

After this incubation, 50 μL of the pseudovirus dilutions with the peptide were added to the cells, 

after aspiration of the supernatant of the cell plate (Cell plates layout - Annex 3). The plate was left at 

37°C for 5 to 6h. When this time was up, 100 μL cDMEM was added to each well and incubated again, 

for 48h.  

On the fourth day fluorescence was measured in the GloMax apparatus but first the supernatant 

was aspirated, and 100 μL PBS was added. 
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3. Results and Discussion 

3.1.  Molecular Modelling 

3.1.1. Protein Designs 

For this study, three protein designs were obtained, in which we are starting with HTH1, which 

consists of 85 residues of the binding motif of the ACE2 protein (Figure 3.1), more specifically from 

residue 19 to 103. 

 

Figure 3.1 – Representation of the overlap site of these three proteins with ACE2 and the interaction site be-

tween them and the RBD. The ACE2 protein is shown in purple, the RBD in gray, HTH1 in blue, HTH2 in pink, 

and HTH3 in green. The figure was built with PyMOL146 (PDB code: 6M0J) using a cartoon representation for 

all the proteins. 

To obtain the other two designs, amino acid changes were made to try to improve their interaction 

with the spike protein RBD. HTH2 and HTH3 share 10 substitutions with respect to HTH1 (Figure 3.2). 

HTH2 has four additional substitutions for cysteine residues, yielding two disulfide bonds in order to 

improve the stability of the structure (Figure 3.3). While the bond between cysteines 21 and 51 rein-

forces the structure between the helix 1 and helix 2, the bond between cysteines 11 and 78 reinforces 

the structure between the first helix and the smaller helix. These two bonds can thus be expected to 

rigidify the structure by establishing a bond between helix 1 and 2 and then between 1 and 3, thus 

making it more structurally stable. 

 

Figure 3.2 – Clustal Omega multiple sequence alignment for the three HTHs. The residues where the substitu-

tions were made do not have the symbol *. 

 

 

ACE2 

RBD 

HTH1 

HTH2 

HTH3 
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Figure 3.3 – Structural representation of three proteins under study, with the respective N and C-termini, the 

substitutions and the cysteines of the disulfide bonds marked. 

 

Some of the substitutions were made using the Position Substitution Score Matrix (PSSM), which 

determines sites of higher probability of certain residue changes occurring that will favor the solubility 

and structural stability of the proteins. In addition to these substitutions, three human-guided changes 

were performed in order to further improve these two features of the proteins. These three substitutions, 

from hydrophobic residues to charged hydrophilic residues, were located at positions 30 (tryptophan to 

lysine), 73 (leucine to aspartate), and 77 (leucine to arginine). Having a protein with hydrophobic resi-

dues on the outside of its structure surrounded by water may destabilize its structure and make it highly 

insoluble in water.  

In order to determine if the designed proteins have a stable fold, the following Protein Folding plots of 

each HTH were acquired (Figure 3.4). 

Helix 1 

Helix 2 

Helix 3 

HTH1 HTH2 

HTH3 



 47 

 

Figure 3.4 – Rosetta ab initio protein folding plots. These graphics are plotted by the energy Score in Rosetta 

energy units (REU) versus the root mean square deviation (RMSD) in Angström. Each point represents the 

computer calculation of the Rosetta-predicted protein folding pattern for each of the HTH. When the graph shows 

a folding funnel, it indicates that a well-defined structure has been obtained. 

These plots were acquired through the Rosetta program with the AbinitioRelax tool, where each 

point is a structure prediction. The lower the value of the root mean square deviation (RMSD) the closer 

the structure is to the native structure, whereas low energy Score values mean that the conformation is 

stable. Thus, low values of RMSD and score are desired. The points circled in orange show the best 

protein folding with a low calculated energy for each of the proteins, while most of the calculations 

(remaining points) produced predicted structures that deviated from the native structure and have a 

higher energy. With this, 3D structure of each of the HTHs was predicted, which corresponds to the 

circled point. Of the three designs, HTH1 and HTH3 are those with the best energy score vs RMSD 

values.  

In addition to calculating the folding stability, we also calculated the binding energy of each HTH 

to the RBD, using the Rosetta REF15 scoring function. The binding energy values obtained were: -

55.52 Rosetta energy units (REU) for HTH1, -52.34 REU for HTH2 and -63.10 REU for HTH3. 

3.1.2. Molecular Dynamics Simulations 

In this work simulations of these three proteins were performed free in solution (Figure 3.3) but 

also in complex with the RBD (Figure 3.5), obtaining in total six simulations each with five replicates 

(Materials and Methods, Table 2.3). 

HTH1 HTH2 

HTH3 
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Figure 3.5 – Representation of the secondary structure of the three proteins in complex with the RBD, with the 

respective N and C-termini, the substitutions and the disulfide bonds highlighted.  

 

Root-Mean-Square Deviation (RMSD) 

The RMSD (Root-mean-square deviation of atomic positions) was calculated for the three simu-

lated HTH proteins free in solution and in complex with the RBD. To perform this analysis the 

GROMACS tool gmx rms was used, through which each structure in the trajectory file is compared to 

a reference structure. Lower RMSD values and few oscillations in the values will correspond to more 

stable structures, since they are less distant from the original conformation. 

The RMSD was calculated for all performed simulations, both in water (Figure 3.6) and in complex. 

HTH1 HTH2 

HTH3 
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Figure 3.6 – RMSD of the three HTH, simulated in water for 1000 ns. In the plots named HTH1, HTH2 and 

HTH3 the temporal evolution of the RMSD is shown and each line corresponds to an independent replicate. In 

the lower right corner the average values obtained from the five replicates for each HTH are represented. Aver-

age RMSD values are 0.20 ± 0.01 nm for HTH1, 0.22 ± 0.02 nm for HTH2, and 0.22 ± 0.01 nm for HTH3. 

 

When analyzing the results in Figure 3.6, it can be observed that the three designs present quite 

stable RMSD values over time. When looking at the average values a slight increase is noted in HTH2 

and HTH3 when compared with the HTH1, although when considering the error bars it can be said that 

the difference is only significant between HTH1 and HTH3. The substitutions made in this two HTH2 

and HTH3 caused the RMSD values to increase slightly, probably because as the objective of these 

changes was to increase binding to ACE2 and not to increase stability, they may have slightly altered 

the structural stability compared to HTH1. 

Regarding the plot of RMSD for HTH2 it can be observed that this design shows larger fluctua-

tions of values compared to the other two. This is somewhat unexpected since this protein has two 

disulfide bonds. Although these two bonds were designed stabilizing the structure, they may be impos-

ing some strain, thus generating these oscillations and deviations from the initial RMSD values of the 

simulation. In the HTH3 RMSD plot it is also possible to observe some oscillations of the values over 

the simulation time. Overall, from these plots it can be conclude that all three designs are structurally 

quite stable proteins when simulated in water, with HTH2 having larger fluctuations and HTH3 having 

slightly lower stability. 

Regarding the simulations in complex, in order to compare the simulated system, the RMSD was 

calculated for the complex (Figure 3.7) but also calculated separately for the region comprising the HTH 

(chain A - Figure 3.8) and the region comprising the RBD (chain B - Figure 3.9). 
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Figure 3.7 – RMSD of the three complexes between the HTHs and RBB, simulated during 1000 ns. In the plots 

named Complex HTH1-RBD, Complex HTH2-RBD and Complex HTH3-RBD the temporal evolution of the 

RMSD is shown and each line corresponds to an independent replicate. In the lower right corner the average 

values obtained from the five replicates for each complex are represented. Average RMSD values are 0.25 ± 

0.03 nm for HTH1-RBD, 0.34 ± 0.07 nm for HTH2-RBD and 0.36 ± 0.04 nm for HTH3-RBD. 

 

The results obtained in Figure 3.7 provide information on the conformational stability of both 

proteins in relation to each other and how much they need to deviate from their initial structure to obtain 

a more stable conformation. By looking at the plots present in the previous figure, it is possible to see 

that the complex between HTH1 and RBD is the one that remains more stable over time because there 

are little fluctuations of the values, indicating that these two proteins show conformational stability in 

relation to each other. The same cannot be said for the other two complexes, especially the complex 

between HTH2 and RBD. 

In the plot concerning this complex, during the vast majority of the simulation time, mostly in 

replicate 5, this structure deviates from the initial one. This indicates that both proteins converge to a 

conformation different from the original one. However, at the end of the simulation there is a decrease 

in the values, hinting for the need of an extension of this simulation in order to better understand what 

is happening at longer times. In the other replicates we do not observe such sharp oscillations, but it is 

still possible to see that the conformation with greater structural stability for this complex is not the same 

as the initial structure. 

In the plot concerning the complex of HTH3 with RBD, it is also possible to observe, especially 

in replica 3, that there is an accentuated change in the values, with a deviation during 400 ns of the 

conformation with respect to the initial structure. Although in the remaining replicates this deviation is 

not observed, there are also several fluctuations of the values and they have larger RMSD than the 

HTH1-RBD complex. This again indicates that both proteins need to have a different conformation from 

the initial one for the interaction between them to occur in a more favorable way. 
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These changes can also be observed in the average values of the three complexes, where there 

was a significant increase in the values of the complexes with HTH2 or HTH3 in comparison to the one 

with HTH1.  

Overall, it can be concluded that HTH1 appears to possess greater stability when in the presence 

of RBD, compared to the other two complexes. 

 

Figure 3.8 – RMSD of the chain A, which corresponds to the HTHs proteins, of the three HTH-RBD complexes, 

simulated during 1000 ns. In the plots named Complex HTH1-RBD, Complex HTH2-RBD and Complex HTH3-

RBD the temporal evolution of the RMSD is shown and each line corresponds to an independent replicate. In 

these plots the RMSD values correspond only to each HTH protein, but in the context of their complex with RBD. 

In the lower right corner is represented the average values obtained from the five replicates for each HTH in the 

complex. Average RMSD values are 0.20 ± 0.02 nm for HTH1, 0.23 ± 0.01 nm for HTH2, and 0.25 ± 0.01 nm 

for HTH3. 

 

In Figure 3.8, it can be observed that the three HTH proteins within the complex exhibit lower 

stability than when isolated (Figure 3.6). There are some fluctuations of the values over time indicating 

that the most favorable conformation for the three proteins is different from the one with the initial struc-

ture and that again it would be necessary to extend these simulations in order to try to understand when 

the three HTH would reach stability with respect to RBD. 
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Figure 3.9 – RMSD of the chain B, which corresponds to the RBD, of the three HTH-RBD complexes, simulated 

for 1000 ns. In the plots named Complex HTH1-RBD, Complex HTH2-RBD and Complex HTH3-RBD the tem-

poral evolution of the RMSD is shown and each line corresponds to an independent replicate. In these the 

RMSD values correspond only to the RBD, but in the context of their complex with each HTH. In the lower right 

corner is represented the average values obtained from the five replicates for the RBD in each complex. Average 

RMSD values are 0.17 ± 0.02 nm for RBD(HTH1), 0.18 ± 0.01 nm for RBD(HTH2) and 0.18 ± 0.01 nm for 

RBD(HTH3). 

 

The scenario observed for the RBD in the three complexes is different from the one observed in Figure 

3.7. Here the RBD is shown to possess greater stability right from the beginning of the simulations, with 

small fluctuations of the values.  

Finally, despite all the oscillations of values observed throughout the previous figures, taking into ac-

count that in the three complexes the RMSD values are quite low (value ranges between 0.1 - 0.8 nm), 

it can be stated that they are structures with a great stability per se, but also in the context of the 

complex. This is curious, since simulations of the isolated RBD performed by our lab147 show that it is 

quite dynamic. However, this may be due to the stabilization provided by binding to the HTHs, but longer 

simulation times would be required to clarify this matter. 

Radius of gyration (Rg) 

The radius of gyration (Rg) was calculated for the three HTH, free in solution. To perform this 

analysis, the GROMACS tool gmx gyrate was used, which calculates the radius of gyration of a mole-

cule over time. This parameter is defined as the weighted distance of a set of atoms from their common 

center of mass. In addition to this, it provides information about the compactness of protein molecules 

and gives hints on the conformational changes of a protein. 

The results obtained for this analysis are shown in Figure 3.10. 
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Figure 3.10 – Radius of gyration of the three HTH, simulated in water for 1000 ns. In the plots named HTH1, 

HTH2 and HTH3 the temporal evolution of the radius of gyration is shown and each line corresponds to an 

independent replicate. In the lower right corner is represented the average values obtained from the five repli-

cates for each HTH. HTH1 has an average Rg value of 1.67 ± 0.002 nm, HTH2 has an average value of 1.65 ± 

0.01 nm, and HTH3 has an average value of 1.67 ± 0.001 nm. 

 

In the Rg plot for the HTH1 it can be observed that the values remain quite stable throughout the 

simulation time, indicating that there are practically no conformational changes.  

The same cannot be said for the HTH2 and HTH3. In the plot of HTH2 there are several fluctua-

tions of Rg values mainly around 100 ns in replicates 4 and 5, from 400 to 700 ns in replicates 1 and 5, 

in the last 300 ns of the simulation in replicate 2 and also in the last 100 ns of the simulation in replicate 

5. These observations allow us to state that there are several conformational changes in this HTH 

throughout the simulation time in the several replicates performed. In the plot of HTH3 the scenario is 

different, having observed a slight decrease in Rg values in the first 100 ns, the values keeping quite 

stable in the remaining simulation time, indicating that a slight conformational change occurred at the 

beginning. 

All these observations correlate with what was concluded from the RMSD results.  

Root-Mean-Square Fluctuations (RMSF) 

The RMSF (Root-mean-square fluctuations) were calculated for the three free HTH in solution. 

To perform this analysis the GROMACS tool gmx rmsf was used, which calculates the RMSF values of 

the atomic positions in the trajectory after fitting to a reference frame. This analysis is a measure of the 

fluctuations between the position of a certain particle relative to its average position and can reveal 

which regions of the structure are more mobile, corresponding to an area of the structure with higher 

RMSF values. 
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The results obtained for this analysis are shown in Figure 3.11. 

 

Figure 3.11 – RMSF of the three HTHs, simulated in water for 1000 ns. In the plots named HTH1, HTH2 and 

HTH3 the temporal evolution of the RMSF is shown and each line corresponds to an independent replicate. 

As observed in Figure 3.11, some regions of the HTH structure, especially in HTH2, exhibit in-

creases in RMSF values indicating that they acquire greater mobility. 

In the RMSF plot for HTH2 it can be seen that a significant increase in mobility occurred in the 

residues between positions 15 and 50 and between positions 75 and 80. This may be related to the 

presence of the two disulfide bonds, which by stabilizing the region and the residues between the re-

gions they are formed, might cause this increase in mobility in the flanking regions. Although counter-

intuitive this may be due to the fact that the stiffening of the structure in the region of the bonds may 

cause other regions to become more unstable. 

In the RMSF plot for HTH3 it is possible to see that there are two regions of the structure that 

present some increases in mobility, these being residues 15 to 25 and 70 to 80. In these regions some 

of the substitutions that were made with respect to HTH1 can be found, and these are the residues that 

exhibit a higher mobility. Residue 17 changed from an acidic hydrophilic residue (glutamate) to a basic 

hydrophilic one (arginine). Although both are polar residues, they have opposite charges and the chem-

ical environment around the substitution may be affecting this new amino acid in a different way than 

the previous one, causing the mobility to increase. At residues 22, 73, and 77, the substitutions were 

from hydrophobic to hydrophilic residues, and since the simulations were performed in water these 

residues became more mobile because they face outwards from the protein surface and experience 

the contact with the water. 

In addition to this, the regions of the residues that have the highest RMSF values in the three 

HTHs are those that are present at the RBD interface interaction. 
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Secondary structure 

To analyze whether the secondary structure of the three HTH was maintained during the 1000 

ns of the various simulations performed, the GROMACS tool gmx do_dssp was used which reads the 

trajectory file and calculates the secondary structure for each time frame.  

The secondary structure was determined for the three simulated HTH free in water (Figure 3.12, 

3.13 and 3.14), but also for the three HTH in complex with RBD, with only the secondary structure of 

replicate 1 being presented. The remaining secondary structure analyses are shown in Annex 4. Also 

shown in these figures are the initial and final structure of the replicate 1 simulation, while the remaining 

final structures are in Annex 5. 

 

Figure 3.12 – HTH1 secondary structure, free in solution. (A) Structure of the protein at the beginning and end 

of the simulation. (B) Temporal evolution of the secondary structure of the protein during the simulation. 
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Figure 3.13 – HTH2 secondary structure, free in solution. (A) Structure of the protein at the beginning and end 

of the simulation. (B) Temporal evolution of the secondary structure of the protein during the simulation. 

 

 

Figure 3.14 – HTH3 secondary structure, free in solution. (A) Structure of the protein at the beginning and end 

of the simulation. (B) Temporal evolution of the secondary structure of the protein during the simulation. 

 

As observed in Figures 3.12, 3.13, 3.14, HTHs alone in solution, maintain their secondary struc-

ture over the simulation time, as no structure losses are observed. In addition to this, it is also possible 

to state that the three designs consist mostly of α-helices, making up around 80% of the structure.  

By observing the images of the beginning and end of the simulations of each HTH it is possible 

to confirm that these proteins present mobility, since in the three designs, in the end of the simulation, 

helices 1 and 2 are in a more stretched form than in the beginning, losing the curvature that they had, 

and both helices seem to move away from each other. 
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Regarding the secondary structure of HTHs in complex, these are shown in the following figures 

(Figure 3.15, 3.16, 3.17, 3.18). 

 

Figure 3.15 – Secondary structure of the Complex HTH1-RBD. (A) Structure of both proteins at the beginning 

and end of the simulation. (B) Temporal evolution of the secondary structure of HTH1 and RBD during the 

simulation. 
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Figure 3.16 – Secondary structure of the Complex HTH2-RBD. (A) Structure of both proteins at the beginning 

and end of the simulation. (B) Temporal evolution of the secondary structure of HTH2 and RBD during the 

simulation. 
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Figure 3.17 – Secondary structure of the Complex HTH3-RBD. (A) Structure of both proteins at the beginning 

and end of the simulation. (B) Temporal evolution of the secondary structure of HTH3 and RBD during the 

simulation. 

 

As observed, these proteins maintain their secondary structure over time. However, in the context of 

the complex there are more turn formations than when these proteins were alone. It is also possible to 

observe that these losses of α-helical structure to turn occur most markedly in the final regions of the 

three HTHs (highlighted in Figure 3.18 by the black rectangle), mainly and to a greater extent in HTH2. 

Thus, there is a small perturbation of the structure when in complex with RBD. 
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Figure 3.18 – Secondary structure of five replicates of each HTH in complex with the RBD. In each black rec-

tangle are shown the regions, with the most pronounced α-helix to turn structure changes. 

 

 

Regarding the secondary structure of RBD, it is constituted mostly by β-sheets, and this is the 

major structure present in these plots. Thus, it is possible to state that RBD also maintains its structure 

throughout the simulation time. 

In addition, it is also possible to observe in these images of the beginning and the end of the 

simulations the previously referred mobility of the helices relative to one another. 

In order to better understand the interaction between HTH and RBD four more analyses were per-

formed, concerning protein-protein interactions (PPIs) and solvent accessible surface area (SASA). 

PPIs are highly specific physical contacts that are established between two or more proteins and include 

interactions such as hydrogen bonds and hydrophobic interactions. 

Number of contacts between HTHs and RBD 

The residue-residue contacts present in protein structures are pairs of spatially close residues. 

To perform this analysis the GROMACS tool gmx mindist calculates the number of contacts within a 

given distance, which for this case was a distance smaller than 0.6 nm (6 Å). 
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The results obtained from this analysis are present in Figure 3.19 where it can be observed that 

HTH1 has a higher number of contacts with the RBD when compared with HTH2 and HTH3. 

 

Figure 3.19 – Average number of contacts formed between each of the HTHs and the RBD: 3951 ± 388 for 

HTH1, 3729 ± 226 for HTH2 and 34134 ± 107 for HTH3. 

 
 

However, taking into account the error bars, the number of contacts of HTH2 with RBD is similar 

to those of HTH1. Of the three, the one with significantly lower number of contacts is HTH3. This may 

be due to the substitutions that were made in HTH2 and HTH3, despite the fact that they were made to 

improve the interaction of the designs with the RBD of S protein. 

Although both HTH2 and HTH3 have the same substitutions, HTH2 also has the two disulfide 

bonds, and it may be due to the presence of these two bonds that the number of contacts is higher 

compared to the HTH3. However, it is not easy to understand how the presence of these SS bonds 

leads to a larger number of contacts. 

To understand which residues from both HTH and RBD most contribute to the interaction be-

tween the two proteins, an analysis of the average number of contacts for each of the residues was 

performed (Figures 3.20 - 3.22). 
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Figure 3.20 – Average number of contacts between HTH and RBD relative to each of the HTH residues, for 

each of the replicates. 

 

In Figure 3.20, it is possible to estimate the number of residues from each HTH that interact. 

HTH1 has 29 interacting residues, HTH2 has 40 and HTH3 has 33. Although the number of interacting 

residues increases in HTH2 and HTH3 in relation to HTH1, it is possible to see that in the first 30 

residues the average contact values in HTH2 and HTH3 have dropped when compared to the HTH1. 

Furthermore, although both HTH2 and HTH3 show areas in the graph of residues that establish 

contacts but do not appear in the HTH1 graph, they have such low values that they may not be contrib-

uting to a better interaction. 

Therefore, the fact that the HTH1 shows a stronger interaction with the RBD can be due to a loss 

of interaction in the N-terminal region which is not compensated by new interactions that appear but 

have a low frequency. 
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Figure 3.21 – Average number of contacts between HTH and RBD but concerning each of the RBD residues, 

for each of the replicates. 

In Figure 3.21, it is also possible to estimate the number of RBD residues that interact in the 

presence of each HTH. The RBD has 44, 50 and 54 interacting residues in the presence, respectively 

of HTH1, HTH2 and HTH3. Although the number of interacting residues has increased in the RBD-

HTH2 and RBD-HTH3, the average values of contacts in these two scenarios have decreased, when 

compared to RBD-HTH1. Again, it may be due to this higher number of contacts that the interaction of 

HTH1 with RBD appears to be better. 

Furthermore, it can also be seen that the regions of RBD that are interacting are identical in the 

presence of all three HTH. 

In Figure 3.22, the interacting residues of each of the proteins are highlighted in order to better 

observe the areas of the HTH and RBD where these are located. 
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Figure 3.22 – Representation with the residues that are interacting from each protein highlighted. In blue are 

present the HTH with their residues in green and in gray is the RBD with their residues in yellow. In each rec-

tangle two displays of the same complex are shown, with a 90º rotation, so that a better observation is possible. 

 

Number of hydrophobic contacts between HTH and RBD 

The same GROMACS tool was used to perform this analysis as in the previous one, but the 

residues selected were only the hydrophobic ones. The distance for calculating the hydrophobic contact 

number was the same as previously used (less than 0.6 nm (6 Å)). Hydrophobic interactions are one of 

the most important effects for stabilizing the conformation of proteins in aqueous solutions. These in-

teractions describe the tendency of non-polar groups to associate. 
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Figure 3.23 – Average number of hydrophobic contacts formed between each of the HTHs and the RBD. Aver-

age number of hydrophobic contacts were 743 ± 12 for HTH1, 709 ± 74 for HTH2 and 644 ± 36 for HTH3. 

The results obtained from this analysis are shown in Figure 3.23, where it can be observed that 

once again HTH1 and RBD show a higher average number of hydrophobic contacts between them 

when compared to HTH2 and HTH3, and this also results from the amino acid substitutions. However, 

taking into account the error bars, the difference between HTH1-RBD and HTH2-RBD is not significant. 

Again, of the three, the one with the lowest number of hydrophobic contacts is HTH3. 

The substitutions employed to generate HTH2 and HTH3 from HTH1 decreased the number of 

hydrophobic residues (respectively 32, 25 and 28), which partially explains the decrease in hydrophobic 

contacts with RBD.  

Although HTH2 has a lower value of hydrophobic residues than HTH3, it has a higher number of 

contacts and again this could be due to the bonds, although it is unclear how this happens. 

Number of hydrogen bonds between HTH and RBD 

To perform this analysis, the GROMACS tool gmx hbond which analyzes all hydrogen bonds 

between two groups of atoms was used. A hydrogen bond confers rigidity to protein structures and 

specificity to intramolecular interactions. It is formed by the interaction between a hydrogen atom that 

is covalently bonded to an electronegative atom (donor D) with another electronegative atom (acceptor 

A). For the hydrogen bond geometry to be accepted they must be at a distance ≤ 3.5 Å between hydro-

gen D and A, which was the distance used in this analysis. 
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Figure 3.24 – Average number of hydrogen bonds formed between each of the HTH and the RBD. Average 

value of hydrogen bonds is 6.1 ± 0.6 for HTH1, 7.2 ± 0.5 for HTH2 and 7.2 ± 0.5 for HTH3. 

 

As observed in Figure 3.24, the interaction of HTH1 with RBD is the one with the least average 

number of hydrogen bonds, while the HTH2 and HTH3 exhibit an equal average number. This may be 

due to the fact that the substitutions present in both HTH2 and HTH3 have added hydrophilic residues 

potentiating the formation of a greater amount of hydrogen bond interactions, compared to HTH1 which 

has a greater number of hydrophobic residues.  

The mean value of the HTH2 and HTH3 is the same because they both have the same substitu-

tions in terms of adding hydrophilic residues and removing hydrophobic residues. The disulfide bonds 

created by the addition of four cysteines neither contribute to nor prevent the formation of these hydro-

gen bonds. 

Solvent-Accessible Surface Area (SASA) 

The interface or contact area between HTH and RBD was calculated using the solvent-accessible 

surface area (SASA). 

For this analysis it was necessary to calculate the SASA of HTH, the SASA of RBD and the SASA 

of HTH complexed to RBD. The sum of the areas obtained for HTH and RBD correspond to the total 

area of the complex plus two times the interface area between HTH and RBD. To obtain only the inter-

face area it is necessary to exclude the area of the complex and then divide this value by two. The area 

of each individual residue was calculated in order to obtain the total, the hydrophobic and the hydrophilic 

interfacial areas. 

The average values of the interface areas (nm2) of each HTH with the RBD are shown in Figure 

3.25. 
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Figure 3.25 – Graphical representation of the average values of the interface areas (nm2) of each HTH with 

RBD. Blue bars, total area; green bars, hydrophilic area; pink bars, hydrophobic area. The specific values are: 

HTH1: Total area - 9.3 ± 0.4 nm2, Hydrophilic area - 4.4 ± 0.1 nm2, Hydrophobic area - 4.9 ± 0.3 nm2; HTH2: 

Total area - 8.9 ± 0.4 nm2, Hydrophilic area - 4.4 ± 0.2 nm2, Hydrophobic area - 4.6 ± 0.3 nm2; HTH3: Total area 

- 7.9 ± 0.2 nm2, Hydrophilic area - 4 ± 0.1 nm2, Hydrophobic area - 3.9 ± 0.1 nm2. 

 

This analysis revealed that HTH1-RBD has the highest value of the total interface area, although 

the difference with the value of HTH2-RBD is not significant when considering the error bars.  

Regarding the hydrophobic areas of the interface, HTH1-RBD also has a higher value, something 

expected considering that the protein has more hydrophobic residues than HTH2 and HTH3. And of 

the three hydrophobic areas, the HTH3-RBD has the lowest value, which is also expected, taking into 

account the previous analyses. Through figure 3.23 it was possible to ascertain that of the total residues 

that interact with RBD, HTH3 is the one that has the lowest value of hydrophobic residues contributing 

to the interaction.  

Regarding the hydrophilic areas, HTH1-RBD and HTH2-RBD have similar values, although the 

numbers of hydrophilic residues that is contributing to the interaction is lower in HTH1 (20 and 31, 

respectively). In the case of HTH3, although it has the lowest average hydrophilic area value, it has 

more hydrophilic residues than HTH1 (27).  

Again, correlating these results with those in Figure 3.20, although the HTH1 has fewer residues 

contributing to interaction, as they have higher values of contacts it makes the interface area value 

higher than HTH2 and HTH3. 

With all the results obtained, both from the simulations of the free HTH in solution and of these 

in complex, it is possible to conclude that the three proteins are stable, maintaining their secondary 

structure throughout the simulation time.  

According to our results, HTH1 is predicted to be the most promising design. Of the three pro-

teins, this is the one that has a higher stability, particularly we see that the HTH1-RBD complex has a 

very low and stable RMSD indicating that the two proteins maintain the configuration observed in the 

X-ray structure during the simulations. Moreover, HTH1 also presents greater number of total and hy-

drophobic contacts, and its interface area with the RBD also presented greater values, which indicates 

that HTH1 presents a stronger interaction with the RBD. 

3.2. Expression and purification of the Helix-Turn-Helix Proteins 

The target proteins' sequences have 98 residues, in which 6 of them correspond to the affinity 

tag, His-tag, and the 8 other residues correspond to the 3C cut site (Table 3.1).  
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Table 3.1 – Sequence of the affinity tag, His-tag, that each protein contains and the respective molecular weights 

with and without the tag. 

Protein His-tag 
Molecular weight 

(kDa) (with tag) 

Molecular weight 

(kDa) (without tag) 

HTH1 

HHHHHHLEVLFQGP 

11.6 9.9 

HTH2 11.5 9.8 

HTH3 11.6 9.9 

 

3.2.1. Small-scale expression 

In order to determine the optimal expression conditions of HTH1 (11.6 kDa), small-scale tests 

were performed with different culture media, various E. coli strains and with two incubation times after 

induction, as explained in section 2.3.1.  

The results obtained in the small-scale tests were analysed and compared by western blotting 

and SDS-PAGE.  

As observed in Figure 3.26, no significant HTH1 expression in the soluble fraction was detected 

in cells grown in M9 minimal medium, which ruled out the possibility of using this medium for large-

scale expression. 

 

Figure 3.26 – Small-scale expression test with M9 minimal medium analysed by anti-His western blotting (de-

tails in Materials and Methods). Lane 1, molecular weight marker (Bio-Rad dual-colour). Lanes 2-19, soluble 

(S.) and insoluble (I.) fractions obtained from cultures of different E. coli strains incubated at different times after 

induction (t.a.i.). 

 

Conversely, by changing the growth medium LB, HTH1 expression could be detected in the sol-

uble fractions in several conditions (Figure 3.27). Therefore, in order to decide the best condition, an 

SDS-PAGE of these samples was also performed in order to compare the results (Figure 3.28). In these 

two gels a stronger band can be observed, which stands out from the rest, between the bands of mo-

lecular weights of 15 kDa and 10 kDa. 
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Figure 3.27 – Small-scale expression test with LB medium analysed by anti-His western blotting (details in 

Materials and Methods). Lane 1, molecular weight marker (Bio-Rad dual-colour). Lanes 2-17, soluble (S.) and 

insoluble (I.) fractions obtained from cultures of different E. coli strains incubated at different times after induction 

(t.a.i.). 

 

 

Figure 3.28 – SDS-PAGE gels performed for the LB medium samples. In the left gel was analysed the samples 

of the insoluble fractions (Lanes 1-5 and 7-9) and on the right gel was analysed the samples of the soluble 

fractions (Lanes 1-8) from cultures of different E. coli strains incubated at different times after induction (t.a.i.). 

Lane 6 (left); lane 9 (right), molecular weight marker (Bio-Rad dual-colour). 

 

Taking into account the results depicted in Figures 3.27 and 3.28, the chosen conditions were 

expression in E. coli BL21 (DE3) strain in LB medium, 4 hours of induction at 18°C, since it exhibited 

considerable expression without evidence of protein degradation as in the over-night samples.  

Since the structures of the three HTH are relatively similar, it was decided to use these conditions 

for the expression of HTH2 and HTH3. 

3.2.2. Soluble Fraction Purification 

From the three proteins present in this work, HTH1 was tested first. Since these proteins have a 

6-histidine affinity tag (Figure 2.4 of Materials and Methods), the first purification step consisted of a 5 

mL Nickel HisTrapTM HP column.  

The sample was injected into this column and after the non-specifically bound proteins were 

removed by a wash step with 10 mM imidazole, a gradient of 20 CVs was started until 50% buffer B 
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was reached, i.e. 250 mM imidazole, where the proteins present in peaks I, II and III were eluted. Then, 

the imidazole concentration was kept constant and after nothing was being eluted, the imidazole con-

centration was changed to 100% (500 mM) where peak IV was eluted (Figure 3.29).   

 

Figure 3.29 – Immobilized metal ion affinity chromatography (IMAC) of HTH1 (Nickel HisTrapTM HP column) 

(left panel) and SDS-PAGE analysis of eluted fractions (right panel). Peaks I, II and III were eluted with a gradient 

of 20 CVs up to 50% buffer B and peak IV with 100% buffer B. Absorbance ―, Buffer B (%) ―. Crosses () 

represent the fractions from 15 to 70, with intervals of 5 fractions. Lane 1, injected sample; lane 2, molecular 

weight marker (NZYColour Protein Marker II); lanes 3-15, fractions 16, 18, 21, 22, 23, 24, 26, 28, 30, 31, 42, 44 

and 59. 

The fractions containing HTH1 (black rectangle in Figure 3.29), eluted with 75 mM to 160 mM 

imidazole, were pooled and concentrated. The sample was then injected in a HiLoad® 16/600 

Superdex® 75 pg size exclusion chromatography (Figure 3.30). 

 

Figure 3.30 – Size exclusion chromatography (HiLoad® 16/600 Superdex® 75 pg) of HTH1 (left panel) and 

SDS-PAGE analysis of eluted fractions (right panel). The peak corresponding to HTH1 was eluted between 80 

mL and 100 mL. Absorbance ―. Crosses () represent the fractions from 5 to 45, with intervals of 5 fractions. 

Lane 1, molecular weight marker (NZYColour Protein Marker II); lane 2, injected sample; lanes 3-15, fractions 

13, 16, 17, 21, 24, 25, 30, 31, 32, 33, 34, 35 and 36. 

 

Fractions containing HTH1 (black rectangle in Figure 3.30) were pooled and concentrated to a 

final volume of 600 µL (1.02 mg/mL). This sample was incubated overnight at 4°C with 1:100 (w/w) of 

1 mg/mL His-3C Protease to remove the His-tag. To separate HTH1 from the His-3C protease and its 

tag, the sample was injected into a 1 mL Nickel HisTrapTM HP column (Figure 3.31). 

I II III IV 
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Figure 3.31 – Immobilized metal ion affinity chromatography (Nickel HisTrapTM HP column) of HTH1 (left panel) 

and SDS-PAGE analysis of eluted fractions (right panel). The major peak eluted in the flow-through corresponds 

to HTH1 without the tag. Absorbance ―, Buffer B (%) ―. Crosses () represent the fractions from 5 to 25, with 

intervals of 5 fractions. Lane 1, molecular weight marker (NZYColour Protein Marker II); lane 2, fraction before 

reaction with protease; lane 3, injected sample; lanes 4-15, fractions 5, 6, 7, 8, 9, 10, 11, 13, 14, 21 and 22. 
 

Fractions containing HTH1 (black rectangle in Figure 3.31), now with a molecular weight of 9.9 

kDa, were pooled and concentrated to a final volume of 270 μL at 1.07 mg/mL. A western blot was 

performed to confirm the absence of the His-tag (Figure 3.32). 

 

Figure 3.32 – Western blot performed for samples from the various steps of the HTH1 purification protocol. 

Lanes 1-7, fractions 33 and 32 after the second purification step, untagged fractions 9 and 8, injected in the 

HisTrap after cutting with His-3C, untagged fraction after being concentrated, tagged fraction before the cut; 

lane 8, molecular weight marker (NZYColour Protein Marker II); lane 9, positive His-tagged control. 

 

For the HTH2 protein, the first purification step consisted of a 5 mL Nickel HisTrapTM HP column. 

The rest of the protocol was carried out in the same way as described above. 

Accordingly, the sample was injected into this column and the proteins present in peaks I and II 

were eluted during the 20 CVs gradient. Peak III was eluted with 100% of imidazole (Figure 3.33). 

 

 

 

 



 72 

 

Figure 3.33 – Immobilized metal ion affinity chromatography (IMAC) of HTH2 (Nickel HisTrapTM HP column) 

(left panel) and SDS-PAGE analysis of eluted fractions (right panel). Peaks I and II were eluted with a gradient 

of 20 CVs up to 50% buffer B and peak III with 100% buffer B. Absorbance ―, Buffer B (%) ―. Crosses () 

represent the fractions from 5 to 50, with intervals of 5 fractions. Lane 1, injected sample; lane 2, molecular 

weight marker (NZYColour Protein Marker II); lanes 3-15, fractions 9 to 20 and 22. 

 

The fractions containing HTH2 (black rectangle in Figure 3.33), eluted with 85 mM to 110 mM 

imidazole, were pooled and concentrated. The sample was injected into a HiLoad® 16/600 Superdex® 

75 pg size exclusion chromatography (Figure 3.34).  

 

Figure 3.34 – Size exclusion chromatography (HiLoad® 16/600 Superdex® 75 pg) of HTH2 (left panel) and 

SDS-PAGE analysis of eluted fractions (right panel). Peak I and II correspond to HTH2 in different oligomeric 

states. Absorbance ―. Crosses () represent the fractions from 5 to 25, with intervals of 5 fractions. Lane 1, 

molecular weight marker (NZYColour Protein Marker II); lane 2, injected sample; lanes 3-15, fractions 8, 10, 12, 

14, 15, 17, 19, 20, 21, 22, 23, 24 and 25. 

 

The HTH2 protein is present in two peaks but in different oligomeric states, peak I corresponds 

to a dimer while peak II corresponds to the normal monomeric state of the protein. Fractions containing 

HTH2 (black rectangles in Figure 3.34) were pooled in two samples and sample 2 was concentrated to 

a final volume of 600 µL (0.22 mg/mL). This sample was incubated overnight at 4°C with 1:100 (w/w) 

of 1 mg/mL His-3C Protease to remove the His-tag. To separate untagged HTH2 from the His-3C pro-

tease and its tag, the sample was injected into a 1 mL Nickel HisTrapTM HP column (Figure 3.35). 

 

I II III 

I II 
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Figure 3.35 – Immobilized metal ion affinity chromatography (Nickel HisTrapTM HP column) of HTH2 (left panel) 

and SDS-PAGE analysis of eluted fractions (right panel). The major peak eluted in the flow-through corresponds 

to HTH2 without the tag. Absorbance ―, Buffer B (%) ―. Crosses () represent the fractions from 5 to 30, with 

intervals of 5 fractions. Lane 1, molecular weight marker (NZYColour Protein Marker II); lane 2, fraction before 

proteolytic cleavage; lane 3, injected sample; lanes 4-15, fractions 8 to 13, 20, 22, 27, 28 and 29. 

 

Fractions containing HTH2 (black rectangle in Figure 3.35), now with a molecular weight of 9.8 

kDa, were pooled and concentrated to a final volume of 900 μL in order to inject into a Superdex® 75 

10/300 GL size exclusion chromatography to verify the oligomeric state of the protein (Figure 3.36). 

 

 

Figure 3.36 – Size exclusion chromatography Superdex® 75 10/300 GL of HTH2 (left panel) and SDS-PAGE 

analysis of eluted fractions (right panel). Absorbance ―. Crosses () represent the fractions from 5 to 30, with 

intervals of 5 fractions. Lane 1, injected sample; lane 2, molecular weight marker (NZYColour Protein Marker 

II); lanes 3-15, fractions 17 to 29. 

Through this last purification step, it was found that the protein was the monomeric state. Frac-

tions containing HTH2 (black rectangle in Figure 3.36) were pooled and concentrated to a final volume 

of 750 μL at 0.19 mg/mL. To verify that what was being collected was the protein of interest, a western 

blot was performed where (Figure 3.37) a signal that corresponds to the protein before the tag was cut 

can been seen. 
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Figure 3.37 – Western blot performed for samples from the various steps of the HTH2 purification protocol. The 

signal marked with a blue arrow corresponds to the one injected into the column in the second purification step. 

 

Finally, this protocol was also used for the HTH3 protein and the first purification step consisted 

of a 5 mL Nickel HisTrapTM HP column.  

Therefore, the sample was injected into this column and the proteins present in the majority peak 

were eluted during the 20 CVs gradient (Figure 3.38). 

 

Figure 3.38 – Immobilized metal ion affinity chromatography (IMAC) of HTH3 (Nickel HisTrapTM HP column) 

(left panel) and SDS-PAGE analysis of eluted fractions (right panel). The major peak was eluted with a gradient 

of 20 CVs up to 50% buffer B. Absorbance ―, Buffer B (%) ―. Crosses () represent the fractions from 5 to 55, 

at intervals of 5 fractions. Lane 1, injected sample; lane 2, molecular weight marker (NZYColour Protein Marker 

II); lanes 3-15, fractions 6, 7, 8, 10, 11, 12, 13, 14, 15, 16, 17, 18 and 19. 

 

The fractions containing HTH3 (black rectangle in Figure 3.38), eluted with 45 mM to 125 mM 

imidazole, were pooled in two samples and sample 2 was concentrated. The sample was injected into 

the size exclusion chromatography HiLoad® 16/600 Superdex® 75 pg (Figure 3.39). 

 

 



 75 

 

Figure 3.39 – Size exclusion chromatography (HiLoad® 16/600 Superdex® 75 pg) of HTH3 (left panel) and 

SDS-PAGE analysis of eluted fractions (right panel). The major peak corresponds to HTH3. Absorbance ―. 

Crosses () represent the fractions from 5 to 40, with intervals of 5 fractions. Lane 1, molecular weight marker 

(NZYColour Protein Marker II); lane 2, injected sample; lanes 3-14, fractions 10, 12, 18, 19, 20, 21, 22, 23, 24, 

25, 26 and 27. 

 

The HTH3 protein is present in the major peak that corresponds to the monomeric state of the 

protein. Fractions containing HTH3 (black rectangle in Figure 3.39) were pooled and the final volume 

of 8 mL (2.14 mg/mL) was incubated overnight at 4 °C with 1:100 (w/w) of 1 mg/mL His-3C Protease. 

The sample was injected into a 1 mL Nickel HisTrapTM HP column (Figure 3.40). 

 

Figure 3.40 – Immobilized metal ion affinity chromatography (Nickel HisTrapTM HP column) of HTH3 (left panel) 

and SDS-PAGE analysis of eluted fractions (right panel). The major peak eluted in the flow-through corresponds 

to HTH3 without the tag. Absorbance ―, Buffer B (%) ―. Crosses () represent the fractions from 5 to 55, with 

intervals of 5 fractions. Lanes 1-8, fractions 51, 28, 24, 20, 18, 16, 12 and 8; lane 9, injected sample; lane 10, 

molecular weight marker (NZYColour Protein Marker II). 

 

Fractions containing HTH2 (black rectangle in Figure 3.40), now with a molecular weight of 9.9 

kDa, were pooled, concentrated and injected into a Superdex® 75 10/300 GL column to verify the 

oligomeric state of the protein (Figure 3.41). 
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Figure 3.41 – Size exclusion chromatography Superdex® 75 10/300 GL of HTH3 (left panel), SDS-PAGE anal-

ysis of eluted fractions and final western blot (right panel). Absorbance ―. Crosses () represent the fractions 

from 5 to 130, with intervals of 5 fractions. Lane 1, molecular weight marker (NZYColour Protein Marker II); 

lanes 2-15, fractions 18, 20, 21, 22, 24, 26, 70, 71, 72, 76, 110, 112; lane 15, injected sample. 

 

The protein was eluted as a monomer. Fractions containing HTH3 (black rectangles in Figure 

3.41) were pooled and concentrated to a final volume of 2 mL at 2.12 mg/mL. 

3.2.3. Insoluble Fraction Purification  

As described above, in the purification of the HTH1 and HTH2 proteins a low yield was obtained. 

Because of this and because through the expression tests we could see that there was a greater amount 

of protein in the insoluble fraction than in the soluble fraction, we decided to try to recover these two 

proteins from the inclusion bodies (section 2.3.4.). This strategy was also based on the fact that we 

observed that thermal unfolding of HTH1 monitored by Far-UV CD spectropolarimetry was apparently 

reversible (detailed in section 3.3.1). 

First, this protocol was performed for HTH1, which after obtaining a soluble fraction from the 

inclusion bodies, was injected into a 5 mL Nickel HisTrapTM HP column and after the non-specifically 

bound proteins were removed by a wash step with 20 mM imidazole (peak I), 4 steps of 10% (50 mM 

imidazole), 20% (100 mM imidazole), 40% (200 mM imidazole) and 100% (500 mM imidazole) buffer B 

were performed where the proteins present in peaks II, III, IV and V were eluted (Figure 3.42). 

 

Figure 3.42 – Immobilized metal ion affinity chromatography (IMAC) of HTH1 (Nickel HisTrapTM HP column). 

Peak I, flow-through; peaks II, III, IV and V, eluted in different steps of buffer B, 10%, 20%, 40% and 100%. 

Absorbance ―, Buffer B (%) ―. Crosses () represent the fractions from 5 to 50, with intervals of 5 fractions. 
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Figure 3.43 – SDS-PAGE and western blot of fractions from the chromatogram in Figure 3.42. In the gel, lane 

1, injected sample; lane 2, flow-through; lane 3, molecular weight marker (NZYColour Protein Marker II); lanes 

4-14, fractions 4, 5, 8, 13, 20, 22, 26, 32, 35, 41 and 43. In the western blot, lane 1, positive His-tagged control; 

lane 2, injected sample; lane 3, flow-through; lane 4, molecular weight marker; lane 5, initial soluble fraction; 

lanes 6-15, fractions 4, 8, 13, 20, 22, 26, 32, 35, 41 and 43. 

 

The fractions containing HTH1 (black rectangles in Figure 3.43) were pooled in four samples, 

each one corresponding to each imidazole step. By western blot it was confirm the presence of His-

tagged protein that, as expected, was not yet fully renatured, due to the presence of several signals at 

different molecular weights. Through the gel, it is possible to see that the fractions from the 10% and 

100% imidazole steps (first and fourth rectangle in Figure 3.43) still contained a lot of impurities, so 

samples 2 and 3 were pooled, added and proceeded to the subsequent purification steps. 

These samples were re-injected into a 5 mL Nickel HisTrapTM HP column for protein renaturation 

on column. To do this, a gradient of 20 CVs to 100% buffer D, which is a buffer without the denaturing 

agent, was performed. Then, to elute the protein, a gradient of 15 CVs up to 100% of buffer E was 

performed (Figure 3.44). 

 
Figure 3.44 – Chromatograms of the elution gradient and on-column renaturation of HTH1. Absorbance ―, 

Buffer B (%) ―. Crosses () represent the fractions from 5 to 25 on the renaturation gradient and from 5 to 30 

on the elution gradient, with intervals of 5 fractions. 
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Figure 3.45 – SDS-PAGE and western blot of fractions from the chromatograms in Figure 3.44. In the gel, lane 

1, molecular weight marker (NZYColour Protein Marker II); lane 2, injected sample; lane 3, flow-through; lanes 

4-15, fractions 19, 21, 23, 6, 8, 9, 10, 11, 13, 15, 17 and 27. In the western blot, lane 1, positive His-tagged 

control; lane 2, molecular weight marker (NZYColour Protein Marker II); lane 3, injected sample; lane 4, flow-

through; lanes 5-15, fractions (renaturation gradient) 21, 23, (elution gradient) 6, 8, 9, 10, 11, 13, 15, 17 and 27. 

R, renaturation gradient; E, elution gradient. 

 

Fractions containing HTH1 (black rectangle in Figure 3.45) were pooled, concentrated and in-

jected into a Superdex® 75 10/300 GL column (Figure 3.46). By western blot a single His-tagged band 

was observed around 11 kDa. 

 

Figure 3.46 – Chromatogram form Superdex® 75 10/300 GL of HTH1 (two runs). Absorbance ―. Crosses () 

represent the fractions from 5 to 35, with intervals of 5 fractions. 

 

 

Figure 3.47 – SDS-PAGE and western blot analysis of fractions from the chromatogram in Figure 3.46. In the 

gel, lanes 1-13, fractions 35, 33, 31, 28, 26, 24, 20, 13, 12, 10, 8, 6 and 4; lane 14, molecular weight marker 

(NZYColour Protein Marker II); lane 15, injected sample. In the western blot, lane 1, positive His-tagged control; 

lane 2, injected sample; lane 3, molecular weight marker (NZYColour Protein Marker II); lanes 4-15, fractions 4, 

6, 8, 10, 12, 13, 20, 24, 26, 28, 29 and 33. 
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The four peaks observed in Figure 3.46 correspond to HTH1, but since peaks I and III were eluted 

before the two major peaks, which could indicate that the protein was aggregating in some way that 

gave it a higher molecular weight. The fractions containing HTH1 were pooled in two samples and 

concentrated to a final volume of 2.5 mL of sample 1 (0.98 mg/mL) and 1.5 mL of sample 2 (0.03 

mg/mL). 

For HTH2 the purification protocol for the soluble fraction obtained from the inclusion bodies was 

the same as previously described (Figure 3.48). 

 

Figure 3.48 – Immobilized metal ion affinity chromatography (IMAC) of HTH2 (Nickel HisTrapTM HP column). 

Peak I, flow-through; peaks II, III, IV and V, eluted in different steps of buffer B, 10%, 20%, 40% and 100%. 

Absorbance ―, Buffer B (%) ―. Crosses () represent the fractions from 5 to 55, at intervals of 5 fractions. 

 

 

Figure 3.49 – SDS-PAGE and western blot analysis of chromatogram in Figure 3.48. In the gel, lanes 1-12, 

fractions 48, 43, 40, 34, 31, 29, 24, 18, 12, 8, 6 and 4; lane 13, molecular weight marker (Bio-Rad dual-colour); 

lane 14, flow-through; lane 15, injected sample. In the western blot, lane 1, positive His-tagged control; lane 2, 

injected sample; lane 3, flow-through; lane 4, molecular weight marker (Bio-Rad dual-colour); lanes 5-15, frac-

tions 4, 8,12, 18, 24, 29, 31, 34, 40, 43 and 48. 

 

The fractions containing HTH2 (black rectangles in Figure 3.49) were pooled in four samples, 

each one corresponding to the imidazole steps. By western blot it was possible to check the presence 

of His-tagged HTH2 and some contaminants in the fractions eluted at higher imidazole concentrations.  

Therefore, samples 1, 2 and 3 were pooled and the protocol continued. 

These samples were re-injected into a 5 mL Nickel HisTrapTM HP column for protein renaturation 

on column, followed by elution with an imidazole gradient (Figure 3.50). 
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Figure 3.50 – Chromatograms of the elution gradient and on-column renaturation of HTH2. Absorbance ―, 

Buffer B (%) ―. Crosses () represent the fractions from 5 to 25 on the renaturation gradient and from 5 to 30 

on the elution gradient, with intervals of 5 fractions. 

 

 

Figure 3.51 – SDS-PAGE and western blot analysis of chromatograms in Figure 3.50. In the gel, lanes 1-12, 

fractions (elution gradient) 27, 24, 22, 19, 17, 15, 13, 10, 8, 6, (renaturation gradient) 23, 19; lane 13, flow-

through; lane 14, injected sample; lane 15, molecular weight marker (Bio-Rad dual-colour). In the western blot, 

lane 1, positive His-tagged control, lane 2, injected sample; lane 3, molecular weight marker (Bio-Rad dual-

colour); lane 4, flow-through; lane 5-15, fractions (renaturation gradient) 19, 23, (elution gradient) 6, 8, 13, 15, 

17, 19, 22, 24 and 27.  

 

Fractions containing HTH2 (black rectangle in Figure 3.51) were pooled and concentrated to a 

final volume of 4 mL and injected into a Superdex® 75 10/300 GL column (Figure 3.52). By western 

blot in Figure 3.51, more than one signal is observed in bands of different molecular weights. Despite 

this, we proceeded with the protocol (Figure 3.52). 

 

Figure 3.52 – Chromatogram form Superdex® 75 10/300 GL of HTH2 (four runs). Absorbance ―. The crosses 

() represent the fractions from 5 to 85, at intervals of 5 fractions. 
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Figure 3.53 – SDS-PAGE and western blot analysis of chromatogram in Figure 3.52. In the gel, lane 1, injected 

sample; lane 2, molecular weight marker (Bio-Rad dual-colour); lanes 3-15, fractions 6 to 11 and 26 to 32. In 

the western blot, lanes 1-6, fractions 32, 31, 29, 28, 27, 26; lane 7, molecular weight marker (Bio-Rad dual-

colour); lanes 8-13, fractions 11 to 6; lane 14, injected sample; lane 15, positive His-tagged control.  

 

The four peaks observed in Figure 3.52 correspond to HTH2. The fractions containing HTH2 

(black rectangles in Figure 3.53) were pooled in four samples and concentrated to a final volume of 1.7 

mL of sample 1 (1.31 mg/mL), 3 mL of sample 2 (0.13 mg/mL), 2 mL of sample 3 (1.40 mg/mL), and 

2.3 mL of sample 4 (0.81 mg/mL). In the western blot once again, it is possible to observe the presence 

of the protein of interest.  

3.3. Structural characterization and conformational stability of the Helix-Turn-

Helix Proteins 

3.3.1. Far-UV Circular Dichroism Spectropolarimetry 

Through circular dichroism (CD) spectropolarimetry we tried to understand: i) if the proteins ob-

tained from the purification protocol of the soluble fraction have the secondary structure that was pre-

dicted by molecular dynamics simulations (Figure 3.12 – 3.14) and ii) if the proteins obtained from the 

purification protocol of the insoluble fraction had recovered their structure after renaturation. In addition 

to this, an analysis of the folding and unfolding of the proteins was also performed by varying the tem-

perature, where there was an increase up to 80 °C and then a cooling down to 20 °C. 

Through the CD studies, performed as described in section 2.6 of Materials and Methods, the 

following spectra were obtained (Figure 3.54 and 3.55). 
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Figure 3.54 – CD spectra of HTH1, HTH2 and HTH3 proteins. The top spectra were obtained from samples 

coming from the purification of soluble fractions, while the bottom spectra were obtained from samples coming 

from the purification of insoluble fractions. Black line (―), spectra obtained at 20 °C; dashed line (---), spectra 

obtained at 80 °C; grey line (―), spectra obtained at 20 °C after re-cooling. 

 

 

Figure 3.55 – Thermal denaturation curves of the three proteins by increasing temperature. 

 

HTH1 HTH3 

HTH1 (IB) HTH2 (IB) 
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The CD spectra (Figure 3.54) confirm that the secondary structure of the three proteins consists 

largely of α-helices, according to the presence of peaks centred approximately at 210 nm and 225 

nm. The CD spectra of HTH2 slightly differs from those of HTH1 and HTH3 in terms of relative inten-

sity of the two major bands, possibly due to an effect of the disulfide bonds on the overall secondary 

structure, i.e., as in Montoliu-Gaya et al.145.This information is in agreement with the predictions of 

secondary structure that were made in molecular dynamics, and thus it is possible to correlate the in-

formation obtained. 

When the denaturation of the proteins was performed employing a linear temperature gradient 

and monitoring the spectral feature typical of α-helical content (222 nm), we can observe that thermal 

unfolding starts immediately with no lag phase as observed in typical sigmoidal thermal denaturation 

curves. Indeed, for HTH1 and HTH3, most secondary structure appeared to be completely lost by ~50 

°C (Figure 3.55). This indicates that HTH1 and HTH3 probably exhibit an extremely high conformational 

flexibility with the resulting decrease in stability. Conversely, HTH2 exhibited a small decrease in sec-

ondary structure content up to 80 °C, as seen both in the spectra and thermal denaturation curve. Again, 

this is likely due to the presence of the two disulfide bonds rendering the structure of the protein more 

stable and resistant.  

Upon cooling the temperature back down to 20 °C, all the proteins regained their secondary 

structure, indicating that they possess the ability to regain their native structure after undergoing dena-

turation. 

In the spectra obtained from the purification of the insoluble fractions, it is also possible to see 

that the proteins recovered their secondary structure after renaturation, indicating that the protocol went 

as expected. 

3.3.2. Differential Scanning Fluorimetry (nanoDSF) 

As in the HTH1 and HTH2 purification protocol from the soluble fractions a small amount of pro-

tein was obtained, nanoDSF was used to conduct a buffer screening, aiming at protein stabilization of 

HTH2 thermal denaturation curves monitoring intrinsic tryptophan fluorescence as a function of tem-

perature are shown in Figure 3.56, along with the corresponding first derivatives. With the protein de-

naturation there are changes in the native structure of the protein, which leads to a decrease in fluores-

cence by inhibition of the excitation of the amino acids responsible for it, due to a possible shielding 

effect of these. 

The Tonset corresponds to the temperature at which unfolding starts, and it is possible to get this 

value at the start of the downward curve in Figure 3.57 and 3.58, and Tm corresponds to the point where 

in theory half of the protein present in the sample is unfolded. Tm can be estimated from the minimum 

of the first derivative curves (Figure 3.57), where it can be observed that the Tm did not change signifi-

cantly in all the buffers tested (43.8-45.4 ºC). 
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Figure 3.56 – Denaturation curves obtained with buffer screening, through nanoDSF, performed for HTH2, 

which relate the native fluorescence of the protein with increasing temperature. Bottom panel, first derivative of 

the curves in the top panel. 

 

Despite these small variations, some valuable information could be extracted. Since purified 

HTH2 protein was in Tris-HCl buffer, pH 8.0, 0.3 M NaCl, the closest buffer compositions herein tested 

were Tris-HCl buffer, pH 7.5, 0.5 M NaCl (Tonset 36.6°C and Tm 44.3°C), and Tris-HCl buffer, pH 8.5, 0.5 

M NaCl (Tonset 35.8°C and Tm 43.8 °C). As observed in Figure 3.58, phosphate buffer (KPi) at pH 6.5, 

0.5 M NaCl, afforded a shift of both the Tonset and the Tm to slightly higher temperature values (respec-

tively, 37.6 °C and 44.7 °C). Therefore, KPi buffer at pH 6.5 was selected as a more favourable condition 

for this protein. 
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Figure 3.57 – First derivative relative to the potassium phosphate buffer (KPi) at pH 6.5 with a salt concentration 

(NaCl) of 0.5M, which corresponds to the condition that appears to be most favourable for the protein, and the 

buffers (Tris-HCl buffer, pH 7.5/8.5, 0.5M NaCl) with the composition most similar to the buffer (Tris-HCl buffer, 

pH 8.0, 0.3M NaCl) where the protein was.  

 

3.4. Evaluation of the antiviral properties and interaction with the S protein of 

the Helix-Turn-Helix Proteins 

3.4.1. Surface Plasmon Resonance 

To evaluate the interaction of these proteins with the RBD from the S protein, Surface Plasmon 

Resonance (SPR) assays were performed with the HTH1 and HTH3 proteins, since HTH2 purification 

had not yet been attained. 

Through the SPR results obtained for HTH1 (Figure 3.58) it can be seen that this protein interacts 

with the RBD with a relatively high dissociation constant (KD) of few μM, between 5 and 7 μM. The fact 

that the affinity is relatively low may be due to the fact that this assay was done with RBD alone without 

being in the whole spike protein context. Since in the whole spike context RBD changes conformation 

between an open and a closed position, in this assay RBD conformation may not be the most favourable 

for the interaction to occur. In addition to this, other interaction sites may be missing in the context of 

the entire S protein that are also important. Another reason that may also explain what happened is 

that the HTH1 protein was taken out of the context of the ACE2 protein and that in the construct that 

was designed two glycans were missing, at sites N90 and N322, which in previous studies have been 

seen to be important for the interaction of the ACE2 protein with the RBD of SARS-CoV-276. 

 

Figure 3.58 – Sensorgram of the SPR experiment performed with the HTH1 protein. For this experiment RBD 

was immobilized on a CM5 sensor chip and different dilutions of the protein were tested (0.019 μM - 10 μM). 

 

Regarding the HTH3 protein (Figure 3.59), through the SPR data it can be seen that this protein 

did not interact with the RBD of protein S. Despite the presence of the substitutions made in order to 



 86 

improve the interaction, this may have been, again, due to the fact that the protein was taken out of the 

context of the ACE2 protein, and thus HTH3 consisted only of the two helices that appeared to have 

more interactions with the RBD. But, on the other hand, there are other regions in ACE2 necessary, 

such as the presence of the two glycans mentioned above, for the interaction to occur, and this may be 

the explanation why the control assay with ACE2 (Figure 3.60) gave much more positive values. 

Furthermore, through molecular dynamics simulations it could be observed that HTH1, which did 

not have the substitutions performed on HTH3, showed to have a greater interaction with RBD. Indicat-

ing, in this manner, that the HTH1 protein would have a higher affinity for the RBD. Therefore, we can 

correlate the results obtained in the simulations with those obtained here. 

 

Figure 3.59 – Sensorgram of the SPR experiment performed with the HTH3 protein. For this experiment differ-

ent dilutions of the protein were used (0.019 μM - 10 μM). 

 

ACE2 protein was used as a positive control for this experiment, which showed a high interaction 

with RBD, with a dissociation constant of ≈ 143 nM. 

 

 

Figure 3.60 – Sensorgram of the SPR experiment performed with the ACE2 protein. RBD was immobilized on 

a CM5 sensor chip and different ACE2 concentrations (0.00098 μM - 0.5 μM) were analysed. 

 

3.4.2. Neutralization assays 

In order to evaluate the antiviral properties of these three proteins, neutralization assays were 

performed using pseudoviruses.  

In Figures 3.61 and 3.62, comparing the values obtained from the neutralization with the respec-

tive buffer vehicle control, it can be observed that no neutralization was obtained with any of the con-

structs. This may have been due to the use of low protein concentrations available, and considering the 

low affinity observed in the SPR assays. 

Another possible reason is related to a possible limitation of this system, in that the conformation 

and distribution pattern of the protein in the pseudovirus may not reflect the reality of the spike protein. 
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Because of this possibility, there is interest in performing assays with the SARS-CoV-2 virus in order to 

obtain further verification of the possible neutralizing capacity of this protein. 

Regarding HTH2 and HTH3, with the SPR results for the HTH3 protein, these were results that 

were sort of expected. Although HTH2 is different from HTH3, the substitutions made to improve their 

interaction with the RBD were the same in both proteins. 

 

Figure 3.61 – Graphics of the values obtained in the neutralization assays for the three proteins, HTH1, HTH2, 

HTH3, where the relative infection in percentage of various peptide concentrations tested (μg/mL) is being an-

alysed. 

 

 

Figure 3.62 – Graphics of the values obtained in the neutralization tests for the buffers where the proteins were, 

in order to have a control of the effects that the compounds present in the buffers may have. 
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4. Conclusions and Future Perspectives  

The goal of this work was the design and production of antiviral proteins herein called helix-turn-

helix, or HTH, that would interact with the RBD of S protein in order to prevent its binding to the human 

receptor, ACE2, and thus block infection. To this end, several antiviral proteins were computationally 

designed with the Rosetta program, based on the interactions between ACE2 and the RBD. For their 

stability and solubility to be improved, some substitutions were made (HTH3) and two disulfide bonds 

(HTH2) were added. Then, with the three best candidates (HTH1, HTH2 and HTH3) molecular dynam-

ics simulations were performed, both free in solution and in complex with RBD, in order to analyse their 

stability and behaviour in both environments but also to ascertain, in a preliminary stage, which of the 

three proteins would have a better interaction with RBD. 

Through the results obtained in the simulations of the free proteins in solution it was possible to 

conclude that all three designs are quite stable, maintaining their secondary structure throughout the 

simulation time. Thus, these proteins, despite being removed from the context of the native ACE2 pro-

tein, are still stable and maintain the structure they were predicted to have.  

In the results obtained in the complex simulations it was possible to verify that HTH1, despite 

having a smaller number of residues interacting with the RBD, have higher contact values than HTH2 

and HTH3. Between these two, HTH2 is the one that presents a higher number of contacts, which may 

be due to the two disulfide bonds that, by stabilizing the structure in the places where they are located, 

may cause an increase in the mobility of the residues in the remaining structure so that they can perform 

their function and thus cause this difference with HTH3 in the number of contacts. Furthermore, since 

HTH1 has a greater number of hydrophobic residues, it showed a higher value of hydrophobic contacts 

and a lower value of hydrogen bonds made with the RBD residues. This was due to the substitutions 

performed in the other two designs, where some hydrophobic residues were changed to hydrophilic 

ones, thus explaining these results. Finally, through the interface area between the HTHs and the RBD 

it was also possible to observe the effect that these substitutions had, since the hydrophobic interface 

area of HTH1 is larger than those of the other two HTHs. In the total interface area, the one that pre-

sented a higher value was HTH1, and thus it was possible to correlate these results with that of the 

number of contacts. Since this design shows a higher value of contacts with RBD, the interface area 

between the two proteins will also be higher. 

With this, it was possible to conclude that of the three designs the one that shows having a better 

interaction with RBD is HTH1, although the differences between the three are not very pronounced. 

Regarding the secondary structure of these proteins in the context of the complex, they are main-

tained, again, throughout the simulation despite there being more turn formations and loss of α-helix, 

which may be due to the presence of RBD and interactions with it.  

In the experimental part of this work, the three HTH proteins were successfully expressed and 

purified, showing to have the secondary structure that they had been predicted to have in the simulation 

results. This leads us to conclude that during the entire process of expression and purification these 

proteins did not lose their secondary structure. In addition to this it was also possible to observe that, 

despite not being thermodynamically stable proteins, they recover their secondary structure almost en-

tirely when the temperature cools down again after a heating step. Although in HTH2 this loss of struc-

ture due to heating was not very pronounced, which may be due to the presence of the bonds.  

Through SPR assays it was concluded that HTH1 was the one that exhibited the best interaction 

with the RBD, although with a high dissociation constant (KD 5-7 µM), and very different from that of 

ACE2 (KD 143 nM). There could be several explanations why the affinity is low: for example, the assays 

were done with RBD out of the context of the S protein, and since RBD has conformational changes 

between the open and close position when it is in the context of the S protein, the situation may have 
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occurred where the conformation adopted in this assay is not the most favourable for the interaction to 

occur. In addition, other interaction sites may be missing in the context of the whole ACE2 protein that 

are also important, such as the two glycans that are missing in this region, at sites N90 and N322, which 

in previous studies have been found to be important for the interaction of the ACE2 protein with the 

RBD of SARS-CoV-2 

Regarding HTH3 not showing any interaction, this may have been due to the fact that the substi-

tutions performed caused some important contacts to be lost in conjunction with the reasons explained 

above.  

Finally, through neutralization assays, it was possible to conclude that the three HTHs did not 

show neutralization of the virus, which may have been due to the use of low concentrations of the 

proteins to perform the assay, taking into account the low affinity observed in the SPR assays (or un-

detected for HTH3). Therefore, it can be concluded that HTH1 is a promising design because although 

it had a weak interaction with RBD, with larger amounts of protein neutralization may have been 

achieved. 

In the future, further work should be done with this design in order to improve the interaction with 

the RBD, either through possible different substitutions that might actually improve the interaction. 

In addition, testing could be done with the SARS-CoV-2 native virus, instead of the pseudovirus, 

to further verify the possible neutralizing ability of this protein. 
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Supplementary Information 

Annex 1 – Solutions  

Table A1.1 – Specifications concerning the ingredients, the quantity in grams and the brand of each of the ingre-

dients used to make 800 mL of LB medium. 

Luria-Bertani (LB) Medium  

Ingredients Quantity (g) Brand 

Tryptone 8 Merck 

Yeast extract 4 VWR 

Sodium chloride 8 Sigma-Aldrich 

 
Table A1.2 – Specifications concerning the ingredients, the quantity in grams and the brand of each of the ingre-

dients used to make 150 mL of LB agar. 

LB agar  

Ingredients Quantity (g) Brand 

Tryptone 1.5 Merck 

Yeast extract 0.75 VWR 

Sodium chloride 1.5 Sigma-Aldrich 

Agar 3 Sigma-Aldrich 

 
Table A1.3 – Specifications concerning the ingredients, the quantity in millilitres and the brand of each of the 

ingredients used to make 100 mL of M9 minimal medium and 1 L of M9 salts. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

M9 minimal medium 

Ingredients Quantity (mL) Brand 

M9 salts (5x) 20 - 

20% Glucose 2 Carl ROTH 

1 M Magnesium 

sulphate 
0.2 Sigma-Aldrich 

1 M Calcium 

chloride 
0.01 Merck 

M9 salts (1 L) 

Ingredients Quantity (g) Brand 

Sodium phosphate 

dibasic heptahydrate 
64 Sigma-Aldrich 

Monopotassium 

phosphate 
15 Carl ROTH 

Sodium chloride 2.5 Sigma-Aldrich 

Ammonium chloride 5.0 Sigma-Aldrich 
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Table A1.4 – Specifications concerning the ingredients, the quantity, and the brand of each of the ingredients used 

to make 100 mL of BugBuster. 

BugBuster  
Ingredients Quantity Brand 

50 mM HEPES 1.192 g Carl ROTH 

25% sucrose 25 g Carl ROTH 

5 mM Magnesium chloride 0.048 g Carl ROTH 

1% Triton-X 100 1 mL Sigma-Aldrich 

 

Table A1.5 – Specifications concerning the ingredients, the quantity, and the brand of each of the ingredients used 

to make 20 mL of 4 Loading Buffer. 

4 Loading Buffer  

Ingredients Quantity Brand 

200 mM Tris-HCl pH 7.0 4 mL Sigma-Aldrich 

40% glycerol 8 mL Merck 

500 mM β-mercaptoetanol 0.8 mL Sigma-Aldrich 

0.08% bromophenol blue 0.02 g Merck 

8% SDS 1.6 g Sigma-Aldrich 

 
Table A1.6 – Specifications concerning the ingredients, the quantity and the brand of each of the ingredients used 

to make one 15% SDS-PAGE gel. 

Separating gel 

Ingredients Quantity Brand 

30% Acrylamide  2.5 mL Bio-Rad Laboratories 

1.5 M Tris-HCl pH 8.8 1.25 mL Sigma-Aldrich 

H2O 1.2 mL - 

10% SDS 50 μL Sigma-Aldrich 

10% APS 50 μL Sigma-Aldrich 

TEMED 2.5 μL Merck 

 

4% Stacking gel 

Ingredients Quantity Brand 

30% Acrylamide  335 μL Bio-Rad Laboratories 

1.5 M Tris-HCl pH 6.8 625 μL Sigma-Aldrich 

H2O 1.5375 mL - 

10% SDS 25 μL Sigma-Aldrich 

10% APS 25 μL Sigma-Aldrich 

TEMED 2.5 μL Merck 

 
Table A1.7 – Specifications concerning the ingredients, the quantity in grams and the brand of each of the ingre-

dients used to make 1 L of 10 Tris Buffered Saline. 

10x Tris Buffered Saline 

Ingredients Quantity Brand 

Trizma base  24 Sigma-Aldrich 

Sodium chloride 88 Sigma-Aldrich 
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Annex 2 – nanoDSF – the different compositions of the tested buffers 

Table A2.1 – List of the various buffers used, with sample ID showing their respective compositions. 

Capillary Sample ID 

1 Potassium phosphate (KPi), pH 6.5, no salt 

2 Bis-Tris propane (BTP), pH 6.5, no salt 

3 Ammonium Acetate (AmAce), pH 7.0, no salt 

4 MOPS, pH 7.0, no salt 

5 Potassium phosphate (KPi), pH 7.0, no salt 

6 HEPES, pH 7.5, no salt 

7 Tris, pH 7.5, no salt 

8 EPPS, pH 8.0, no salt 

9 Imidazole, pH 8.0, no salt 

10 Bicine, pH 8.5, no salt 

11 Tris, pH 8.5, no salt 

12 Potassium phosphate (KPi), pH 6.5, 0.5M NaCl 

13 Bis-Tris propane (BTP), pH 6.5, 0.5M NaCl 

14 Ammonium Acetate (AmAce), pH 7.0, 0.5M NaCl 

15 MOPS, pH 7.0, 0.5M NaCl 

16 Potassium phosphate (KPi), pH 7.0, 0.5M NaCl 

17 HEPES, pH 7.5, 0.5M NaCl 

18 Tris, pH 7.5, 0.5M NaCl 

19 EPPS, pH 8.0, 0.5M NaCl 

20 Imidazole, pH 8.0, 0.5M NaCl 

21 Bicine, pH 8.5, 0.5M NaCl 

22 Tris, pH 8.5, 0.5M NaCl 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 106 

Annex 3 – Neutralization assays – cell plates layout 

 

Figure A3.1 – Illustration of the plate layout where serial dilutions were performed. Serial dilutions of 40 μl each 

were made, starting with a 500 μg/mL solution. 

 

 

Figure A3.2 – Illustration of the plate layout where the neutralization assays were performed. The plate where 

these assays were performed for the three proteins is shown on the left, while the plate where the control sam-

ples were placed is shown on the right. 
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Annex 4 – Secondary structure of each HTH for every one of the replicates 

 

 

Figure A4.1 – HTH1 secondary structure, free in solution, for the 5 replicates. 

 

 

Figure A4.2 – HTH2 secondary structure, free in solution, for the 5 replicates. 
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Figure A4.3 – HTH3 secondary structure, free in solution, for the 5 replicates. 

 

 

Figure A4.4 – RBD secondary structure in complex with the three HTH, for the 5 replicates. 
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Annex 5 – Images of the beginning and end of each HTH, free in solution and in complex 

with the RBD, for each of the replicates 

 

 

Figure A5.1 – Representation of the start and end of each simulation of HTH1, free in solution. 

 

 

Figure A5.2 – Representation of the start and end of each simulation of HTH2, free in solution. 
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Figure A5.3 – Representation of the start and end of each simulation of HTH3, free in solution. 

 

 

Figure A5.4 – Representation of the start and end of each simulation of HTH1-RBD. 
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Figure A5.5 – Representation of the start and end of each simulation of HTH2-RBD. 
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Figure A5.6 – Representation of the start and end of each simulation of HTH3-RBD. 

 

 

 


